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A FLUID LIMIT MODEL CRITERION FOR INSTABILITY
OF MULTICLASS QUEUEING NETWORKS!

By J. G. Da1
Georgia Institute of Technology

This paper studies the instability of multiclass queueing networks. We
prove that if a fluid limit model of the queueing network is weakly unstable,
then the queueing network is unstable in the sense that the total number
of customers in the queueing network diverges to infinity with probability
1 as time ¢ — o0. Our result provides a converse to a recent result of
Dai which states that a queueing network is positive Harris recurrent
if a corresponding fluid limit model is stable. Examples are provided to
illustrate the usage of the result.

1. Introduction. This paper studies the transience of multiclass queue-
ing networks. We prove that if a fluid limit model of the queueing network is
weakly unstable, then the total number of customers in the queueing network
diverges to infinity with probability 1 as time # — co. The fluid limit model is
weakly unstable if for almost every sample path there exists a time § > 0 such
that the total volume of each fluid limit associated with the sample path is
nonzero at 8. Our paper provides a converse to a recent result of Dai [2] which
states that a queueing network is positive Harris recurrent if a corresponding
fluid limit model eventually empties out regardless of the initial configuration.

The fluid limits in this paper have initial volume zero. They are obtained
through a limiting procedure with the initial state of the queueing network
fixed (to be empty, for example). Therefore, the fluid limits here are slightly
different from the ones in Dai [2], where fluid limits were obtained through
a limiting procedure when the initial state of the network goes to infinity.
Meyn [6] obtained a similar converse result. The result in this paper is attrac-
tive because (a) our assumptions on the queueing network are much weaker
than those imposed in [6], (b) we need only to check the instability of fluid
limits for one initial condition, namely an empty system, instead of every ini-
tial condition and (c) there is no need to check the rate of divergence of a
fluid limit. In Section 2, we introduce the multiclass queueing network with
some minimal set of assumptions. The main theorem is proved in Section 3.
To facilitate the checking of the weak instability of the fluid limit model, we
show in Section 4 that any fluid limit is a fluid solution to a set of equations.
Examples are provided in Section 5 to illustrate the usage of our theorem.
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2. The multiclass queueing network. The queueing network under
discussion has d single server stations and K customer classes. Each class
k has its own exogenous arrival process E, = {E,(t), t > 0}, where E,(¢) is
the cumulative number of exogenous arrivals to class & by time ¢. We allow
arrival processes for some classes to be null. Class k customers require ser-
vice at station o (k) with service process S, = {S,(¢), t > 0}, where S,(¢) is
the cumulative number of service completions for class % customers if class
k receives ¢ units of service from server o(k). Let ®*(n) be the number of
transitions to class ! among the first n class & service completions. We call
®* = {®*(n), n > 1} the routing process for class k.

When more than one class is served at a station, the server may have to
choose the next customer to work on each time the network changes its state.
A rule dictating such choices is called a queueing discipline or a dispatching
rule. In this paper we allow queueing disciplines to be virtually arbitrary. [See
condition (2.2) and the related discussions below.] Throughout this paper, we
assume that there exist a;, > 0, u; > 0 and P;; > 0 such that as t - co and
n — oo, with probability 1,

2.1 E—kt(t—)—>ak fork=1,...,K,

Si®)
t

(2.2) —>uy fork=1,...,K,

k
(2.3) @—)Pkl fOI’k,l=1,...,K.

We further assume that P = (P},;) is substochastic and has spectral radius less
than 1, which is equivalent to the fact that (I — P) is invertible. Assumption
(2.1) is satisfied if interarrival times to class & are iid with mean 1/a;. As-
sumption (2.2) is satisfied if class % service times are iid and at most « class %
customers can receive outstanding partial services, where « is some constant.
In general, the validity of assumption (2.2) depends on the queueing disci-
pline used. Assumption (2.3) is satisfied if Markovian routing among classes
is used. Note that it is satisfied even if routing is not Markovian. Consider,
for example, the following routing procedure for class k: every odd number of
class % service completion is sent to class [ and every even number of class %
service completion is sent to class !’ for [ # I'. In this case, assumption (2.3)
is satisfied with P, = P,;, = 1/2.

3. The main result. Assume that the network is initially empty. Let
Q(t) = (Q1(2), ..., Qk(t)), where Q,(t) is the number of class % jobs at time ¢
and the prime denotes transpose. Let T'(¢) = (T'y(¢), ..., Tx(¢)), where T, (¢)
is the cumulative amount of time that server o(%) has served class & cus-
tomers by time ¢. Of course, T'(¢) heavily depends on the service discipline
used. Let w be a fixed sample path such that (2.1)~(2.3) hold. In the following,
we write down the explicit dependence on w for some processes. For a sequence
of functions {f,(-)} on [0, %), f,(t) is said to converge to f(¢) uniformly on
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compact sets (u.o.c.) if for each u > 0,

sup |[f,(8) = ()] >0 asn— oo.

<t<u
Foreach 2=1,...,Kandt>s>0,
Ti(t, w)—Tp(s,w) <t —s.
Therefore the family
{Tw(r, ®)/r, r =1}

is precompact under the u.o.c. topology. That is, for each sequence {r,} with
r, — oo as n — oo, there is a subsequence {rnj} C {r,} such that Ty(ry, t)/rnj

converges to a limit T',(¢) u.o.c. as j — oo; see Royden [7].

PROPOSITION 3.1. Suppose that r, — oo and T(r,t, )/r, converges to T(t)
u.o.c. as n — oo. Then Q(r,t, w)/r, converges to Q(t) u.o.c. as n — oo, where

3.1 Q(t) = at + (P' — )AT(¢),
and A = diag(uy, ..., pg)

PrOOF. The proposition readily follows from assumptions (2.1)—(2.3),
Lemma 4.1 of Dai [2] and

K
Q)= E()+ ]§1®k(sk(Tk(t))) - 8(T(), t=0,
where S(T(¢)) = (Sy(T1(2)), ..., Sx(Tk(t))). O

The process Q(-) in (3.1) is called a fluid limit starting from O for the sample
path . Let 2, be the set of fluid limits @(-). We call the collection of all fluid
limits for all o the fluid limit model. Notice that fluid limits defined here
necessarily start from 0 because the initial state of the queueing network is
fixed to be empty. However, in Dai [2] the fluid limits start from total volume
1 because the fluid limits there were obtained by letting the magnitude of
the initial states go to infinity. Inspired by a definition of Chen [1] for weak
stability of a fluid model, we give the following definition.

DEFINITION 38.1. The fluid limit model is weakly unstable if for each o sat-
isfying (2.1)~«(2.3) there exists 6 = 6(w) > 0 such that Q(8) # 0 for each

Q() € “Qw'

THEOREM 3.2. If the fluid limit model is weakly unstable, the queueing
network is unstable in the sense that, with probability 1,
|Q(t)] > 00 ast— oo,

where, for a vector x € RX, |x| = 3 |x,).
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PROOF. Let w be fixed so that (2.1)(2.3) are satisfied. If the fluid limit is
weakly unstable, there is a § = §(w) > 0 such that for each @ € 2,, |Q(8)| > 0.
We claim that

(3.2) liminf |Q(r8, w)/r| > 0,

which, of course, implies that lim,_, . |Q(¢, w)| = oco. To prove (3.2), suppose
that

li;ninf |Q(rs, w)/r| =0.
There exists a sequence {r,} with r, - co as n — oo such that

(8.3) |Q(r,8, w)/r,| — 0.

Because {Q(r-, w)/r, r > 1} is precompact, there exists a subsequence {r, } C
{r,} such that Q(r, -, w)/r, converges u.o.c. to a limit Q(-) € 2,. Hence,

|Q(ry, 8, @)/r, | > |Q(8)| >0,
which contradicts (3.3). O

REMARK. Stolyar [8] proved that the set of fluid limits 2, is precompact.
Therefore, the weak instability implies the strong condition

(3.4) inf |Q(8)| > 0,
Qe2,
where 6 is as in Definition 3.1.

COROLLARY 3.3. Assume that the fluid limit model is weakly unstable. For
each o satisfying (2.1)-(2.3) and each & > 0 with

e < inf |Q(3)],
Qe2,
there exists an M(w) > 0 such that

1Q(t, )| > ﬁt for t > M(w).

4. Fluid solution. Often it is difficult to work with fluid limits directly.
In this section, we introduce the notion of fluid solutions to a fluid model. Let
us restrict the rest of the paper to non-idling queueing disciplines. That is,
whenever there is a customer at a station, the server at the station should
work. For a function f: [0, 00) — RX, ¢t > 0 is a regular point of f if f is
differentiable at t. We use f(¢) to denote the derivative of f at time ¢.
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_ PROPOSITION 4.1. Any fluid limit Q(-) together with the corresponding limit
T'(-) must satisfy the following equations:

(4.1) Q(t) =at+ (P — DAT(2);

4.2) Q(t)=0;

(4.3) T(0) =0 and each component of T is nondecreasing;

for each station i, L() s nondecreasing where for each station

L L) =t — Xhoty=i Tr(t);

45) if Y Qu(t)> 0 at a regular point t of T(-), then I,(t) = 0;
ki o(k)=i

(4.4)

(4.6) Some additional equations for (Q(-), T(-)) that are specific
’ to the queueing discipline.

PrOOF. Equation (4.1) follows from (3.1). Equations (4.2)—(4.4) follow triv-
ially from the queueing network counterparts. Equation (4.5) follows from
(4.21) of Dai [2]. O

Equations (4.1)—(4.6) define a fluid model. Any solution (Q(-), T(-)) to equa-
tions (4.1)-(4.6) is a fluid solution to the fluid model. Proposition 4.1 shows
that any fluid limit is a fluid solution.

DEFINITION 4.1. The fluid model is weakly unstable if there exists 6 > 0
such that for each fluid solution (Q(-), T'(-)) starting from 0, Q(5) # 0.

As a corollary to Proposition 4.1 and Theorem 3.2, we have

THEOREM 4.2. If the fluid model is weakly unstable, the queueing network
is unstable in the sense that, with probability 1,

|Q(t)] &> 00 ast — oo.
5. Examples.

5.1. A general instability criterion. Let A = (I—P')"la and for each station
i, define the traffic intensity at the station to be

pi= ). M/
ki o(k)=i

PROPOSITION 5.1. If p; > 1 for some station i, the fluid model is weakly
unstable. Therefore the queueing network is unstable.
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PROOF. For any fluid solution Q(-), let Z(¢) = (I — P)"1Q(t). We have

Y lzw=pi- X T

k:o(k)=i Pk kb o(k)=i
>pt—t=(p;— 1)
>0

for ¢ > 0. Thus, the fluid model is weakly unstable. By Theorem 4.2, the
queueing network is unstable. O

5.2. A seven-class reentrant line. Consider the seven-class reentrant line
pictured in Figure 1. Assume that the arrival rate to class 1 is a; = 1. Let
my, = 1/u; be the average service time for a class % customer. For this network,
we use a preempt-resume static buffer priority discipline. For a definition see,
for example, Section 3.4 of Gross and Harris [5]. The discipline used gives
priorities (1, 7,5, 3) at station 1 with class 1 customers having the highest
priority and class 3 customers having the lowest priority, and gives priorities
(2, 4, 6) at station 2.

PROPOSITION 5.2. If
my mq

d
(5.1) Tt T

> 1,

then the fluid limit model is weakly unstable, and hence the queueing network
is unstable.

PrROOF. Following the argument in Lemma 2.2 of Dumas [4], it can be
verified that if the network starts empty, class 4 and class 7 can never be
served simultaneously. Therefore,

T,(t)+T:(¢)<t forallz>0.

(Xl = 1
- o
my mgy
mg my
mg mg
__________ -,
my

FIG. 1. A seven-class reentrant line.
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Let (Q(-), T(-)) be a fluid limit. We have
(5.2) Ty(t)+Ty(t)<t forallt=>D0.

Hence the corresponding fluid model has an additional equation (5.2). Unfor-
tunately, (5.2) is not sufficient for establishing the weak instability. Because
class 1 has the highest priority at station 1 and class 2 has the highest priority
at station 2, it was proved in Dai and VandeVate [3] that (5.2) could be further
strengthened as follows:

T(t) T4(t)
1- mo + 1 —7 mq
Let Z(¢) = (I — P')"1Q(¢). It is easy to check that
myZy(t)  mqZq(t) ( my mq ) ( T(t) Tq(2) )
+ = +

1-—mg 1-m, 1—m2+1—m1 1-my 1-my

> (2 7 )y
“\l1-my 1-my

my mq
(1—m2+1—m1 ) >0

<t forallt>0.

for ¢ > 0. Thus the fluid limit model is weakly unstable and hence the queueing
network is unstable. O
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