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Queueing models can nsefully represent production systems experiencing congestion due
to irregular flows, but exact analyses of these queucing models can be difficult. Thus it is
natural to seek relatively simple approximations that are suitably accurate for engineering
purposes. Here approximations for a basic queueing model are developed and evaluated.
The model is the GI/G/m queue, which has m identical servers in parallel, unlimited
waiting room, and the first-come first-served queue discipline, with service and interarrival
times coming from independent sequences of independent and identically distributed random
variabies with general distributions, The approximations depend on the general interarrival-
time and service-time distributions only through their first two moments. The main focus
is on the expected waiting time and the probability of having to wait before beginning
service, but approximations are also developed for other congestion measures, including
the entire distiibutions of waiting time, queue-length and number in system. These relatively
simple approximations are useful supplements to algorithms for computing the exact values
that have been developed in recent vears. The simple approximations can serve as starting
points for developing approximations for more complicated systems for which exact solutions
are not yet available. These approximations are especially useful for incorporating GI/G/
m models in larger models, such as queusing networks, wherein the approximations can
be components of rapid modeling tools. ' _ '
{(PERFORMANCE EVALUATION; ROUGH CUT ANALYSES; RAPID MODEL-
ING TOOLS; QUEUEING THEORY; QUEUEING NETWORKS; PRODUCTION
NETWORKS; CONGESTION MEASURES; MULTISERVER QUEUES; WAITING
TIMES; HEAVY-TRAFFIC LIMIT THEOREMS; APPROXIMATIONS) '

1. Introduction

I present relatively simple approximations for the principal steady-state congestion
measures describing the standard GI/G/m queueing model. The GI/G/m model
has a single service facility with m identical servers, unlimited waiting room and the
first-come first-served queue discipline. The service times are independent and iden-
tically distributed (1ip) with a general distribution, the interarrival times are also 1D
with a general distribution, and the interarrival times are independent of the service
times. I assume that the general interarrival-time and service-time distributions are
each partially specified by their first two moments. Equivalently, I assume that the
arrival process is partially specified by the arrival rate A (the mean interarrival time
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is A\™") and the squared coefficient of variation (SCv, variance divided by the square
of the mean) of an interarrival time, denoted by c;. (I use the Scv instead of the
variance, because it is a dimensionless quantity, easily interpreted independently of
the mean.) Similarly, I assume that the service-time distribution is partially specified
by its mean T and its SCV c¢?. AH descriptions of this model thus depend only on the
basic parameter 5-tuple (A, ¢2, 7, cZ, m).

Because the GI/G/m queueing model is generic, it has many poten‘nal applications
(e.g., to computer, communication and production systems). Here I emphasize ap-
plying the model to the performance analysis of production systems, especially pro-
duction networks (for background, see Buzacott and Shanthikumar 1992 and Suri,
Sanders, and Kamath 1993). The approximations can be (and have been) used in
what Suri et al. call aggregate dynamic models (ADMS) to perform rough cut analyses.
Indeed, this paper is a minor revision of my earlier paper, Whitt (1985), previously
cited in work on gqueueing network analjﬁzers and rapid modeling tools (Segal and
Whitt 1989; Suri and de Treville 1991, 1992; Whitt 1992, 1994; Suri, Sanders, and
Kamath 1993). Tijms ( 1986 ) provides background on GI/G/m approximations in
his fourth chapter.

Great progress has been made on numerical procedures for obtaining exact de-
scriptions of GI/G/m models ( Takahashi and Takami 1976; de Smit 1983a, 1983b;
van Hoorn and Seelen 1984; Lucantoni and Ramaswami 1985; Ramaswami and
Lucantoni 1985a, 1985b; Seelen 1986; Bertsimas 1988, 1990; Abate, Choudhury,
and Whitt 1993). For some applications, these procedures eliminate the need for
the kinds of approximations developed here. But even when exact numencal pro-
cedures are available, it is helpful to have simple approximations as concise sum-
maries. For other applications, e.g., when GI/G/m models appear as submodels,
simple closed-form analytic formulas are still useful. We use the exact numerical
results to evaluate our approximations,

The approximations I present can be applied directly to a single GI/G/m queue,
often yielding back-of-the-envelope formulas (Whitt 1992). However, their most
common applications are as subroutines in algorithms for analyzing networks of
queues. AT&T Bell Laboratories has applied some of the approximations here in
their Queueing Network Analyzer (QNA) software package (Whitt 1983a, 1984c;
Segal and Whitt 1989). The approximations here have also been used in software
packages developed by others.

QNA describes open queueing network models with nonexponential service times,
non-Poisson arrival processes, and non-Markovian (e.g., deterministic) routing, for
which exact analytical techniques are unavailable. The ai)proach to approximation
is parametric-decomposition: the queues in the network are treated as independent
GI/G/m models, each partially specified by the basic parameter 5-tuple (X, ¢2, 7,
c?, m) at that queue. The goal is to use the two arrival parameters (A and ¢3) at
each queue to capture the main effects of the dependence among the queues and the
actual properties of the arrival process at each queue. Solving the usual system of
linear traffic-rate equations, an exact analysis, determines the arrival rates and solving
another system of linear equations, which attempts to capture the significant vari-
ability effects, determines the approximate arrival variability parameters (Whitt
1982b, 1983a).

Interarrival times at each queue are not typically independent, but the two-param- .

eter characterization is an approximation by a renewal process (having independent
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interarrival times). The idea is not to ignore the dependence among successive in-
terartival times, but to try to capture its essential properties with the variability
parameter ¢2. The dependence is represented in ¢3 by deliberately making c2 different
from the scv of an interarrival time. Methods for doing this, such as the asymptotic
method, are described in Fendick and Whitt ( 1989), Fendick, Saksena, and Whitt
(1991) and Whitt (1982b, 1983a, 1994).

Because the effect of dependence among the mteramval times on the queue depends
on the fraffic intensity p = A7/m, QNA allows ¢2 to depend on p. Given the two
arrival parameters A and cZ, the QNA algorithm treats the different queues as inde-
pendent, each with its own a renewal arrival process. Since each queue is regarded
as a GI/G/m queue partially specified by the basic parameter 5-tuple (A, ¢2, 7,
¢, m), the approximations I present here may be apphied directly. Moreover, because
interarrival times at a queue in a network of queues are rarely independent (unless
the arrival process is nearly Poisson ) and because extra information about the arrival
process at each queue is usually unavailable, the partially characterized GI/G/m
queue is appropriate. Hence there are important examples of the GI/G/m model
being meaningful while additional information about the underlying distributions is
unavailable, See Whitt (1983a, 1984c, 1994), Bitran and Tirupati (1988 ), Segal and
Whtt (1989), Suri, Sanders, and Kamath (1993) and references cited by them for
further discussion of how to analyze networks. See Harrison and Nguyen (1990)
and Dai, Nguyen, and Reiman (1993) for alternative approaches to queueing net-
works based on multidimensional reflected Brownian motion. From this point on,
I will focus on a single GI/G/m queue.

Given the parameter 5-tuple (X, ¢2, 7, ¢?, m), I assume that p < 1, so that a
proper steady state exists (Asmussen 1987). I let + = | without loss of generaiity,
: usmg appropriate measuring units. This yields the basic parameter 4-tuple (p, c2,
cZ, m). Because there is a set of pr: obability distributions consistent with two moments,
there is a set of possible congestion measures associated with any basic parameter 4-
- tuple (p, ¢2, ¢2, m). I regard the approximate congestion measures as approximations
for this set. The goal is not to attain an extremely close fit to a particular model
based on specific distributions, but to approach typical values in the set of congestion
measures. See Whitt (1984a, 1984b), Klincewicz and Whitt (1984) and Johnson
and Taaffe (1991) for a discussion of this philosophy and an examination of some

single-server queues from this perspective. _
- My experience has been that a congestion value near the middle of the set of
possible values usually yields a satisfactory approximation (in the order of 10 percent
relative error), provided that (1) the underlying probability distributions are not too
irregular, (2) the variability parameters ¢2 and ¢? (especially ¢2) are not too large,
and (3 ) the traffic intensity p is not too small. The violation of any of these conditions
should be is a clear warning.

Unusually light traffic (low p) or high variability (high ¢?) does not mean that
alternative formulas based on the same parameter would be superior, but that the
partial information (p, ¢2, cZ, m) does not adequately determine the congestion
measures. If one needs more accuracy, additional information about the distributions
is needed. If the distributions are known to have unusual shape, refinements can be
developed. To be more specific, distributions similar to the two-point extremal dis-
tributions described in Whitt (1984a) or the unimodel extremal distributions in
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Klincewicz and Whitt (1984 ) are highly irregular. A tendency toward either of these
extremes dictates the kind of correction to make.

Difficulties with variability parameters may begin when ¢3 = 5 and may become
serious when ¢2 = 15. From Whitt (1984a, Corollary 1 to Theorem 2), the maximum
relative error in the expected number in system in a partially specified GI/M/1
model is ¢2 (100¢2 percent); according to Klincewicz and Whitt (1984), typical
relative errors might be about (0.04) p ' ¢, which for p = 0.8 and ¢5 = 1 is 5 percent,
but for p = 0.2 and ¢? = 10 is 200 percent. The definition of light traffic depends
on the number of servers. For example, the traffic intensity becomes too small when
p =< 0.3 form=1and p < 0.6 for m = 20. However, 1 tend not to be too concerned
about relative errors in light traffic as long as the absolute errors are small. The
discussion and numerical examples should help clarify these points. I primarily eval-
~ uate the approximations by comparing them to the standard special cases.

Section 5 of Whitt (1983a) contains approximations for some congestion measures
of a partially specified GI/G/m queue, but there attention was primarily on ap-
proximations for the GI/G/1 model. For the single-server special case, [ was able
to rely heavily on the excellent work by Kraemer and Langenbach-Belz (1976). The
previous approximations for multiserver queues in Section 5.2 of Whitt (1983a) are
much less accurate than the single-server approximations in Section 5.1. By contrast,
the new multiserver approximations I describe here are nearly as good as the single-
server approximations. I now also provide an approximation for the delay and queue-
length distributions for multiserver queues, whereas only the first two moments were
described before. The main contributions here in relation to the literature on ap-
proximations for the GI/G/m queue (Kimura 1986; Tijms 1986; Allen 1990) are
the approximations that go beyond the steady-state means.

My approximation for the delay distribution in the GI/G/m model is essentially
the same as for the single-server queue in Whitt (1983a, Section 5.1), with the addition
of new approximations for the expected waiting time and the probability of delay.
My idea is to assign the specified probability mass at zero (the probability of no
delay) and approximate the density of the conditional delay, given that the server is
busy, by fitting mixtures or convolutions of two exponential distributions to the first
two moments of the conditional delay. This tends to work well, because actual delay
distributions often have approximately this form. The GI/G/m queueing system
could be described as a smoothing operation: The descriptive characteristics (delay
distribution, etc.) tend to be better behaved (more regular, i.e., closer to exponential )
than the underlying interarrival-time and service-time distributions. Hence, queue
behavior can be described surprisingly well given the partial information (p, ¢Z,
¢z, m). '

An alternative approach to approximating steady-state distributions (briefly dis-
cussed in Section 4.2) is simple exponential approximation using asymptotics: ap-
proximate the steady-state waiting-time tail probability P(W > x) by ae™™, where
n and « are determined from the limit ™ P(I¥ > x) = a as x = co. The parameters
n and « are called the asymptotic decay raie and asymptotic constant, respectively.
Abate, Choudhury and Whitt ( 1994a, 1994b, 1994c), Abate and Whitt (1994) and
- Choudhury and Whitt (1994) discuss exponential approximations for steady-state
distributions in the GI/G/m model based on asymptotics. The key quantity is the
asymptotic decay rate 5, which in general depends on more than the basic 4-tuple
(p, 2, ¢, m). However, my approximations here contribute significantly to the
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asymptotics approach by providing convenient approximations for the asymptotic
constant «. Abate, Choudhury, and Whitt {( 1994a) suggest approximating « by nEW.
I focus on the conditional waiting-time tail probability P(J¥ > x| W > 0), and ap-
proximate « by nEW/P(W > 0). I describe convenient approximations for EW and
P > 0).

My approach here is to build on the exact formulas for the Markovian M/M/m
queue, in particular, the classical Erlang-C formula (2.3) below. I also offer an al-
terpative closed-form expression for the M/M/m model; see Section 2.3. I exploit
heavy-traffic theory to obtain first-order refinements ( Borovkov 1965, 1967; Iglehart
1965; Kingman 1963; Iglehart and Whitt 1970; Kollerstrom 1974; Halfin and Whitt
1981; Whitt 1982a). An appropriate view of the total procedure may be as a heavy-
traffic approximation. With judicious refinements, heavy-traffic approximations are
effective over a wide range of parameter values. The most important heavy-traffic
approximation for obtaining these new results is the approximation for the probability
of delay in the GI/M /m model from Halfin and Whitt (1981).

We derive second-order refinements in the expected waiting time, by exploiting
the excellent approximations for the M/D/m and D/M/m systems developed by
Cosmetatos (1975). [However, even these need refinement in very light traffic; see
(2.17) below]. Finally, I adjust these approximations after making comparisons with
exact values, extensively using tables (Kiithn 1976; Hillier and Yu 1981; Groenevelt,
van Hoorn, and Tijms 1984; Seelen and Tijms 1984; Seelen, Tijms, and van Hoorn
19835; and de Smit 1983a, 1983b, and personal communication). Values for a few
cases not covered by the tables were obtained from the Q-LIB program developed by
Seelen, Tijms, and van Hoorn (private communication). Numerical procedures de-
veloped for the exact solution of the GI/PH /m queue developed by Lucantoni and
Ramaswami (1985), Ramaswami and Lucantoni (1985a, 1985b) and Bertsimas
(1988, 1990) could also be used. Seelen, Tijms, and van Hoorn (1985) would have
sufficed for much of this study; the other tables were used primarily because their
book was not available until my work was almost finished. |

Data from de Smit ( 1983a, 1983b, and personal communication ) were especially
helpful, because they give an indication of the range of reasonable exact values con-
sistent with the basic parameter 4-tuple (p, ¢2, ¢2, m). De Smit provided exact values
 for the principal congestion measures for several GI/H,/m models with different
interarrival-time and service-time distributions but with the same basic parameter
4-tuple (p, 2, ¢?, m). Unlike Whitt (1984a, 1984b), we do not know the set of all
possible values for these multiserver queues, but de Smit’s cases indicate where the
typical values lie. The size of this set in de Smit’s data gives a good idea of the
accuracy possible with these approximations based on a partial characterization of
the distributions (Tables 8-10 and 18-20). The level if accuracy obtained with partial
moment information is limited, but results show that reasonable, practical approx-
imations are possible.

2. The Expected Waiting Time

Here I focus on the expected (steady-state ) waiting time ( before beginning service).
I introduce some notation (Section 2.1), then relate the expected waiting time EW
to four other mean values (Section 2.2). I will consider the classic M/M/m model
(Section 2.3) and present the approximation formulas of Sakasegawa (1977) and
Halfin and Whitt (1981), discuss heavy-traffic approximations (Section 2.4), and
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the Cosmetatos {1975) approximations for the D/M /m and M/D/m models (Section
2.5). Finally, I will develop an approximation for the general GI/G/m model (Section
2.6) and make numerical comparisons (Section 2.7).

2.V Basic Notation

Following convention, let M, D, E;, H; and G denote the special distributions:
exponential, deterministic, Erlang with k phases, hyperexponential (mixture of &
exponentials) and general, respectively. Consider these distributions for the inter-
arrival times and service times in the GI/G/m model. Always consider this model
in equilibrium or in steady state.

Let W represent the waiting time before beginning service and let £F1¥ be its ex-
pected value. EW(M/H,/m) indicates EW in the M/H,/m model. Let the traffic
intensity be defined as usual by p = A7 /m. Assume that p < 1, so that the system is
stable (a proper steady-state distribution exists for the sequence of waiting times).
Let EW {p, c%, ¢2, m) represent EW as a function of the four parameters (p, c2,
cZ, m) with the understanding that 7 = 1 and A = mp. Because

EW (X, ¢k, 1, ¢i, m) = TEW(A1, ¢z, 1, ¢5, m)

is an exact relationship for any GI/G/m model with these parameters, it suffices to

reduce the parameters from five to four and consider EW (p, c2, ¢, m).

- The approximations here all depend on the basic 4-tuple (p, ¢2, ¢Z, m). In some
cases extra information can be very useful. For example, Whitt ( 1984a, 1984b, 1989)

shows how the third moments of the interarrival time can improve the approximations

for EW when m = 1, We consider only the basic 4-tuple {(p, ¢, ¢Z, m) here

though. ‘

2.2 Related Congestion Measures

Along with the expected waiting time, I also consider four other related mean
values. Let O be the queue length (the number of customers waiting, not counting
customers in service) at an arbitrary time (not at an arrival instant), let B be the
number of busy servers at an arbitrary time, let N be the number of customers in
the system at an arbitrary time, and let 7 be the customer sojourn time (waiting
time plus service time). Clearly N = B+ Q and T = W + V where V' is a service
time, so that '

EN=EB+EQ and ET=EW-+7. (2.1)

Also, from Little’s Law [the relation L = AW (with differenf notation)., Heyman
and Sobel (1982, Section 11.3), Franken, Kdénig, Armdt, and Schmidt (1981, Chapter
4) and Whitt (1991)],

EB=mp=\r, EQ=\EW, and EN=\ET. (2.2)

All the formulasin (2.1) and (2.2) are exact, even if the independence assumptions
of the G1/G/m model are dropped. As a consequence, in a complicated open queueing
network model, these relationships are valid without any approximation. In particular,
p and EB depend only on the arrival rates and service rates, and if these are known,
then p and EB in (2.2) are exact. Because EB often is a large part of EN by (2.1),
any reasonable approximation of £Q often produces a very close approximation
of EN:
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Example 1. To illustrate the power of the exact relationships in (2.1) and (2.2)
_ above, suppose that we are interested in EN (the expected number of customers in
the system) in the E,/M/20 model with p = 0.90. From Table 5, we see that the
exact value of EQ is 2.55, while the previous QNA approximation ( Whitt 1983a,
Section 5.2) and the new approximation are 3.10 and 2.67, respectively. For EQ,
then, the relative percentage errors (100 X |exact — approx.|/exact) are 21.6 and
4.7%, respectively. (This comparison illustrates what can be gained with our new
approximations.) However, we know EB exactly: by (2.2), EB = mp = 18. Hence,
the exact value for £N is 20.55, while the approximate values are 21.10 and 20.67.
For EN, the relative percentage errors in the two approximations for EN are thus
2.7 and 0.6%, respectively. Both approximations for EN are very close, primarily
because of the exact relations in (2.1) and (2.2). '

Given A, 7 and m, it suffices to determine one of EW, EN, EQ or ET in order to
have all four according to (2.1) and (2.2). Hence, I develop an approximation for
EW and then apply (2.1) and (2.2) to obtain corresponding approximations of EQ,
EN and ET. We compare approximations with exact values of £Q and EW, where
~the only approximation is needed. Example ! shows that the relative accuracy of the
corresponding approximations for EN and ET is necessarily better, and often sub-
stantially so.

2.3 The M/M/m Model

I use the well-known exact values for the M/M/m model to construct my ap-
proximations (Halfin and Whitt 1981, Section 1). The Erlang delay formula or
Erlang-C formula 1s a key quantity here, giving the probability all servers are busy,

P(B=m)=P(N=z=m)=[(mp)"/ml(l - p_)]s“, (2.3)
where
i m—1 -1
C= | (mp)"[(m\(1 = p))+ 2 (mpY/kl| . (2.4)
k=0 .

Because the arrival process is Poisson (Wolff 1982), P(W > 0) = P(N = m) in the
M/M/m model. This relation remains true for all M/G/m models, but not other
G1/G/m models, because N is the equilibrium number in the system at an arbitrary
time (the steady-state distribution associated with the continuous-time process),
whereas W is the waiting time at a customer arrival instant. Seelen, Tijms, and van
Hoorn (1985) show the difference between P(W > 0) and P(N = m) for many GI/
G /m models in their tables.

The Erlang-C formula (2.3) is significant for the expected queue length in the M/
M /m model because '

EQ=P(Nz=m)p/(1l ~ p); (2.5)
[ Halfin and Whitt 1981, (1.8)]. Combine (2.2) and (2.5) to obtain
EW = 7P(N = m)/m(1 — p). (2.6)

Formulas (2.5) and (2.6) show that it is natural to decompose the means EQ and
EW into two parts:

EQ = P(N = m)E(Q|N = m) (2.7)

al
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and |
EW = P(W> 0 E(W|W > 0), (2.8)
where
EO|B=m)=-2~  and
I —0p
E(Q!B =
E(WIW>0)= (Q};\>M)=m(;—p)' (2.9)

When m gets large, often P(N = m) = P(IW > () gets small, so that it is helpful to
look at both components of (2.7) and (2.8). This is important in properly under-
standing GI/G/m steady-state behavior.,

1 construct the approximations for £W in GI/G/m models using (2.6) together
with the exact value of the Erlang-C formula (2.3) for the M /M /m model. [Accurate
calculation with (2.3) requires care.] However, to approximate EW in some appli-
cations closed-form approximate expression for the Erlang-C formula may be con-
venient. Halfin and Whitt (1981) developed a closed-form apprommation for the -
Erlang-C formula, namely

P(N=m)~ £=&B) = [1 + V27 B2(B) exp(B?/2)]™" (2.10)

where 8 = (1 — p)m'/? and ®(¢) is the cumulative distribution function (CDF) of
the standard normal distribution having mean O and variance 1. Halfin and Whitt’s
(1981) Proposition 1 establishes that (2.10) is asymptotically correct in a certain
case of heavy traffic, in particularas p = 1 and m — oo with (1 — pYm'/? = 8. In
fact, approximation (2.10) performs well over a wide range of m and p (Table 13
and Table 1, where, combined with the exact relations (2.2) and (2.5), 1t yields an
approximation for £Q). However, the accuracy of the approximation tends to degrade
as m increases with fixed 8 or as (1 — p)m'/? increases.

Formula (2.10) is essentially a closed form, but it does involve the normal CDF
®(¢). However, the normal CDF can be approximated very accurately by a rational
approximation ( Abramowitz and Stegun 1972, p. 299). Although (2.10) could be
further refined to obtain an even better approximation, it is beyond the scope of this
work. Using Formula (2.10) consistently slightly underestimates the exact value
when m is sufliciently small and p is sufficiently large, while 1t consistently overes-
timates the exact value when m is sufficiently large and p is sufficiently small (Table
13). Because the latter discrepancy can be quite large (for example, p = 0.70 and m
= 100}, 1t would be useful to refine (2.10) in this region.

For large m and not too large p, it is natural to consider a normal approximation
associated with the heavy-traffic limit theorem for GI/G/m systems in which A —>
oo and m — oo with 7 and p fixed (Iglehart 1965; Borovkov 1967; Whitt 1982a;
Glynn and Whitt 1991; Whitt 1992). For an M /G /oo system, this is simply a normal
approximation for the exact Poisson distribution. The approximation is

P(N(M/M/m) = m) =~ P(N(M/M/x) = m) ~ P(N(M/M/o0) = m — 0.5)
w1 — ®((m — mp — 0.5)/Vmp), (2.11)

where again & is the standard normal cDF. I discuss the normal approximation
(2.11) further in Section 3. Obviously this is a poor method of approximation when
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p is large and m is small but shows promise as a tool for constructing refined hybrid
approximations when both p is small and m is large.

Sakasegawa ( 1977) proposed another closed-form approximation for EW (M /M/
mj: o '

EW(M/M/m) =~ 7(p D=0 /(m(1 = p)). (2.12)

Although formula (2.12) has been shown to perform quite well, it is not consistent
with known heavy traffic limits: in particular, (2.1 2) yields (1 — p) EW — O (instead
of 1) as p = 1 with m fixed and (2.12) vields (1 — p)EW —>0asp—>1 and m —
oo with (1 — p)mY/? - § [instead of (2.10)]. Consistent with numerical experience,
this analysis suggests that (2.12) and the related G1/G/m approximation obtained
by combining (2.12) with (2.14) below will exceed the true values. I compare the
approximations in (2.12) and (2.10) plus (2.6) to the exact M/M /m values in Table
1. [ The approximations are actually applied to EQ, shown to be equivalent by (2.2).]
Both approximations perform remarkably well except in very light traffic (Table 1).

2.4 The Heavy-Traffic Approximation

Heavy-traffic limit theorems for the general GI/G/m model show that W is ex-
ponentially distributed as p = 1 (Borovkov 1965; Kingman 1965; Iglebart and Whitt
1970; Kolierstrom 1974). The simple heavy-traffic approximation for the mean 18

) (c2+ ¢d)

) EW(p> C%’: C?: m) = H (213)
m(1l — p) 2
TABLE 1
A Comparison of Approximations with Exact Values for the Expected Queue Length
(Excluding Customers in Service), EQ, in the M/M/m Model
Number of Servers, m
Traffic Intensity, p Method 1 2 4 8 20 100
0.50 Exact 0.50 0.33 0.17 0.059 0.0037
Sak 0.50 0.37 0.22 0.106 0.0224
Half-Whitt 0.50 0.37 0.22 0.101 0.0146
0.70 Exact 1.63 1.35 1.00 0.63 0.29 0.0011
Sak 1.63 1.39 1.08 0.73 0.33 0.0050
Half-Whitt 1.57 1.32 1.01 0.68 0.27 0.0035
0.80 Exact 3.20 2.84 2.39 1.83 1.02 0.079
Sak 3.20 2.89 2.47 1.94 1.18 0.052
Half-Whitt 3.09 2.76 2.34 1.83 1.07 0.108
0.90 Exact 8.10 7.67 7.09 6.31 4.96 1.95
Sak 8.10 7.72 1.17 6.40 5.05 2.24
Half~Whitt 7.92 7.51 6.94 6.20 491 2.01
0.95 Exact 18.1 17.6 16.9 16.0 14.3 9.6
Sak 8.1 17.6 17.0 16.1 14.3 9.7
Half-Whitt 17.8 17.4 i6.7 15.8 14.2 9.6
0.98 Exact 48.0 47.5 46.8 45.9 44.0 38.0
Sak 48.0 47.6 46.9 45.9 43.8 37.5
Half~Whitt 47.8 47.3 46.6 45.6 43.7 37.8

The exact values come from (2.5) and (2.3); “Sak” is the Sakesagawa (1977) approximation obtained
by combining (2.2) and (2.12), while the “Half-Whitt” approximation is obtained by combining (2.2),
(2.6), and (2.10). Blank spaces in Tables 1-29 occur where data were not available,
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which is exact for M/G/ 1. Significantly, this simple heavy-traffic approximation
(which might be used with unrefined direct diffusion approximations) is a very poor
approximation when m is large and the probability of delay P(W > 0) is not nearly
1. I will exploit more general heavy-traffic limits in which m — oo as p —> 1 (Halfin
and Whitt 1981).

Example 2. To see how poor the simple direct heavy-traffic approximation in
(2.13) can be, consider the M/M/m model with m = 20 and p = 0.8. The traffic
intensity p = 0.8 might be considered high enough for a heavy-traffic approximation,
but P(W > 0) = (.26 (Table 13). The exact value of the mean queue length in this
case is EQ = 1.02, while the approximations based on (2.12) and (2.10) are .18
and 1.07 (Table 1). In contrast, the simple heavy-traffic approximation based on
(2.13) and (2.2) is EQ = p*/(1 — p) = 3.20, just as in M/M/ 1. In this case, the
simple direct heavy-traffic approximation in (2.13) is off by a factor of more
than 3.

A natural refined heavy-traffic approximation exploiting the exact M /M /m results
is
c2 + ¢?

2

EW(p, c%, ¢, m) ~ ( )EW(M/M/m), (2.14)
where it is understood that 7 = 1 and A = mp in both cases. Formula (2.14) is exact
for the M /M /m model, so the difficulty with (2.13) shown in Example 2 is removed.
Moreover, both (2.13) and (2.14) are asymptotically correct as p — 1 in the sense
that the ratio of the two sides approaches 1. Set ¢Z = 1 and (2.14) also becomes a
standard approximation for the M/G/m model (Lee and Longton 1959; Hokstad
1978; Nozaki and Ross 1978). Allen refers to (2.14) as the Allen-Cunneen approx-
imation ( Allen 1990, p. 341). For the M/G/m model, (2.14) is usually an excellent
approximation, even given extra information about the service-time distribution.
However, improvements can be made considering light-traffic limits (Boxma, Cohen,
and Huffels 1979; Burman and Smith 1983).

QNA uses approximation (2.14) for W (Whitt 1983a). 1 include (2.14) in the
numerical comparisons for EQ and EW in Tables 1-7 and 11 because (2.14) was
used before and since it is of general interest as the natural first-order approximation.
I refer it to there as Heavy. [ Heavy refers to the refined approximation (2.14) rather
than the simple direct heavy-traffic approximation formula (2.13).]

Now the object is to improve on (2.14). Using numerical comparisons with exact
values, I discovered that (2.14) tends to overestimate EW when ¢i < ¢} and to
underestimate EW when ¢2 < ¢Z < 1. This phenomenon can easily be appreciated
by comparing EQ in the D/M/m, M/D/m, and E,/E,/m models (Tables 2, 3 and
6). Because ¢ = k™! for Ei, ¢z + ¢; = 1 in all three models, and approximation
(2.14) is identical for these three systems, while

EQ(D/M/m) < EQ(E;/E;/m) < EQ(2.14) < EQ(M/D/m),  (2.15)

where EQ (2.14) refers to the value based on formulas (2.2) and (2.14). For example,
the exact values when p = 0.8 and »1 = 4 are 0.87, 1.06, 1.19 and 1.24, respectively.
Constructing refinements is not difficult'since the deviations of (2.14) from the exact
values are consistent for all values of m and p.

The numerical values also show that (2.14) is much closer to the M/ID/m value
than the D/M /m value. This is consistent with the rough, practical guideline that
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nonstandard distributions (departures from the M assumption) have a greater impact
on the system when applied to the interarrival times than when applied to the service
times { Whitt 1984b, Table III).

2.5 The D/M/m and M}D]/m Models

| I apply the very accurate approximations for the M/D/m and D/M/m systems
developed by Cosmetatos (1975) to obtain a better approximation. His approxi-
mations are

EW(M/D/m) =~ ¢,(m, p)EW(M/M/m)EW(M/D/1)/EW(M/M/1)

e+ ¢?
2

~ 61(m, p>( )EW(M/M/m), (2.16)

where (¢ + ¢2)/2 = 1, ¢1(m, p) = 1 + v(m, p),
v(m, p) = min {0.24, (1 — p)(m — 1 }(4 + 5m)'/? — 2)/(16m'p)}; (2.17)
EW(D/M/m) = ¢o(m, p) EW(M/M/m)EW (D/M/1)/EW(M/M/1) (2.18)

where ¢,(m, p) = 1 — dvy(m, p) for y(m, p)in (2.17).

I have modified the Cosmetatos ( 1975 ) approximations by inserting the minimum
with 0.24 in (2.16). Without this modification, v(m, p) => o as p — 0 for any
positive m. Moreover, ¢.(m, p) becomes negative for v{(m, p) > 0.25. Considering
stochastic comparisons, y(m, p) should be less than | in (2.16) (Whitt 1983Db).
However, I only use the adjustment in extreme cases.

I apply (2.16) directly, but (2.18) mvolves the somewhat complicated EW (D/
M/ 1) value. In fact, EW (D/M/1) = A" 'o, where ¢ is the unique root in the interval
(0, 1) of the equation x — e~ *'™%/? = (, so EW (D /M/ 1) is evaluated without great
difficulty. However, I use the Kraemer and Langenbach-Belz (1976) approximation
(Whitt 1983a), formula (45),

EW(D/M/1)/EWM/M/1) ~ 2" exp(=2(1 — p)/3p).  (2.19)

Then I combine (2.18) and (2.19) to obtain

Cﬁ+ C§

2

EW(D/M/m) = <;!>3(m,p)( )EW(M/M/m) (2.20)
where ¢3(m, p) = ¢2(m, p) exp(—2(1 — p)/3p). The accuracy of these approxi-
mations for the M/D/m and D/M/m systems 1s excelient (Tables 2 and 3). Signif-
icant improvement over approximation (2.14) is apparent in the D /M /m case. For
example, when p = 0.70 and m = 2 in the D/M/m model, the exact and new values
of EW are both 0.46, whereas approximation (2.14) yields 0.67.

2.6 The General GI/ G /m Model

A natural way to obtain approximations for general G1/G/m models, at least
when ¢2 < 1 and ¢? < 1, is to interpolate from the M/D/m, D/M/m and M/M/m
cases that can be well treated ( Cosmetatos 1982; Page 1982). An interesting varant
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has also recently been proposed by Kimura (1986). These approximations are evi-
dently aimed primarily at GI/G/m models with ¢2 < 1 and ¢? < 1, because they
can produce very bad (negative) approximations when ¢ > 1 or ¢; > 1. Although
high precision may not be possible when ¢2 or ¢? is large, my goal is to produce
reasonable values over the full range.

The idea is ﬁrst to focus on the case ¢2 = ¢2, then treat the cases ¢ > ¢2 and c¢?
> ¢2, When ¢2 =1, ¢2 = 1 and ¢ and ¢? are close, the old approximation (2.14)
is reasonable, so use it when ¢2 = ¢? = 1. When ¢% = ¢? < 1, the numerical values
clearly indicate that approximation {2.14) is too large. I tried various methods, even-
tually deciding to exploit the excellent approximations for EW in the M/D/m and
D /M /m models in a simple way: When c2 = ¢Z = 0.5, I linearly interpolate between
M/D/m and D/M/m, and fit a smooth curve through the correction functions in
the other cases. Let '

¢a(m, p) = min {1, (¢1(m, p) + d3(m, p))/2} (2.21)
and
V(e m, p) = [I’ ¢ =1 (2.22)
pa(m, p)2=eD 0=c?<1.

When ¢2 = ¢2 = ¢?, we let

+CS
2

EW(p, ¢?, ¢?, m) =~ ¥(c*, m p)( )EW(M/M/m). (2.23)
Table 6 contains the outcome of this procedure for the E,/E,/m model, the principal
model of interest. The approximation is clearly excellent, except in the regions where
both m is large and p is small, where the actual value tends to be negligible.

I now treat the general case of the pair (¢, ¢2) with ¢2 # ¢ by modifying the
approximation for the case [(c2 + ¢2)/2, (¢2 + ¢2)/2] determined in (2.23). For
this purpose, I started with the correction factors ¢,(m, p)} for EW(M/D/m) in
(2.19) and ¢s(m, p) for EW(D/M/m) in (2.26), and modified them to improve
the fif. The final approximation is

¢+ ¢?

EW (p, cz, ¢z, m) = $(p, ¢i, ¢3, m)( >

)EW(M/M/m), (2.24)

where

@(p, ¢z, 3, m)

4(Ca - Cs)
402 — 3¢2

2
)05[(1% p)*(y&%)‘l‘(@ﬁrcz)ﬂ m, p), co=Cl

2 2
s — Cy cs + 3¢;

+ \I’ ?1+ ? 2: ’ L) ::?I£ \:vl
(2c§+2(;§)¢3(m’p) (2c§+2¢:§) ((catc:)/2,m, p) Ca=¢

,_ (2.25)

with ¥(c?, m, p)in (2.22). Note that ¢ in (2.25) reduces to ¥ in (2.22) when ez
= ¢2, so that (2.24) then agrees with (2.23). Also ¢ in (2.25) reduces to ¢, when
¢2 = 0 and ¢; when ¢2 = 0. Hence, (2.24) coincides with the approximations in
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Section 2.5 for EW/(M/D/m) and EW(D/M/m) Formula (2.24) is also a contin-
uous function of the parameters (p, ¢, c¢i). For inverse problems any positive
number can be realized by EW in (2.24) by changing only p or c 4+ 2.

2.7  Numerical Comparisons

I present a representative set of tables comparing the approximations with exact
values. Whitt (1985) presented additional tables. Before discussing these tables in
detail, it is worth commenting on how we evaluate the quality of the approximations.

‘There are two standard ways to measure the quality of queucing approximations:
absolute difference and relative percentage error. I contend that neither procedure
alone is usually suitable over the entire range of values. I am usually quite satisfied
if either the absolute difference is below a critical threshold or the relative percentage
error is below another critical threshold. Thus a final adjusted measure of error (AME)
might be

AME = min {A|exact - approx.|, 100(| exact — approx.|)/exact}, (2.26)

where A is a constant chosen in each instance to reflect the relative importance of
absolute difference and the relative percentage of error.

I cannot choose a single constant 4 for the AME in advance for all descnptlve
characteristics, because the practical meaning of absolute differences changes. For
one example, the expected waiting time EW depends on the time units. For another,
the expected queue length EQ is always X times the expected waiting time EW, by
virtue of (2.2), so that even if I fix the time units by setting 7 = 1, EQ = mp EW.
For large m and given p, EQ is much larger than EW. The constant 4 for £Q could
be about m times the constant 4 for EW.

Although I do not display the calculations of any specific adjusted measures of
error, my discussion explains the goals. Either the relative percent error or the absolute
difference should be small. As a consequence, no great concern exists over large
relative percentage errors in light traffic. For example, the case m = 20 and p = 0.50
is of relatively little concern, and when m = 100 and p = 0.50, the values are usually
too small to record.

Tables 2-5 compare the new approximation of the expected queue length EQ,
combining (2.2) and (2.24), with the old heavy-traffic approximation, combining
(2.2) and (2.14), and exact values from Kiihn ( 1976). The D/M/m and M/D/m
approximations (Tables 2 and 3) reduce to the slightly modified Cosmetatos (1975)
approxnnatmns in Section 2.5, known to be excellent.

I compare the same approximations with exact values of the expected queue length
in the Ho/M /m model (Table 4). The H; interarrival-time distribution has density

f(x) = pyhje ™ 4 pphae™ ™, x =0, (2.27)

where py, p», A1, &2 = 0 and p; + p» = 1, so that there are three parameters. Given
the mean A ~! and ¢2, there is thus one remaining degree of freedom, specified by
the proportion of the total mean in the component with the smaller mean, and
defined by '

r= (T (PN F PN, (2.28)

where Ay > A, (Whitt 1984b, Section V). The H- interarrival-time distribution is

specified by the traffic intensity p, ¢z = 2.25 and r = 3. The case r = 1 is often



THE GI/G/m QUEUE 127
- : TABLE 2
ve A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)
with Exact Values from Kithn (1976) for the D/M/m Model
Number of Servers, m
ot Traffic Intensity, p Method 2 4 8 20 100
I 0.50 Exact 0.065 0.021 0.0027 -0 0
. Heavy  0.17 0.09 0.030 0.002 0
: New 0.067 0.020 0 -0 0
0.70 Exact 0.46 0.29 0.134 0.015 0
© Heavy 0.67 0.50 0.32 0.1T -~ 0.0005
1 _ New 0.46 0.29 0.133 0.014 0
2 0.80 Exact 1.14 0.87 0.38 0.23 0.002
) Heavy 1.42 1.19 0.92 .51 0.039
New I.14 0.87 0.58 0.22 0
0.90 Exact 3.4 3.1 2.6 1.8 0.41
Heavy 3.8 35 3.2 2.5 .98
New 3.5 3.1 2.6 {.8 0.40
0.95 Exact 8.4 8.0 7.4 6.3 36
Heavy 8.8 8.5 8.0 7.2 4.8
New 8.4 8.0 7.3 6.2 3.4
0.98 Exact 23.3 22.9 C 222 20.9 16.9
Heavy 23.8 234 229 22.0 19.0
New 23.3 22.8 22.2 20.8 16.8

The New approximation is (2.2) plus (2.24). In this case (2.24) reduces to (2.20). Approximation Heavy

s (2.2) and (2.14).

TABLE 3

A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)

with Exact Values from Kithn (1976) for the M/D/m Model

Number of Servers, m

Traflic Intensity, p Method 2 4 8 20 100

0.50 Exact 0.177 0.099 0.037 0.0028 0
Heavy 0.167 0.087 0.030 0.0019 0
New 0.176 0.099 0.037 0.0028 8]

0.70 ‘Exact 0.69 0.53 0.35 0.134 0.0009
Heavy 0.67 0.50 0.32 0.109 0.00054
New 0.69 0.53 0.35 0.132 0.00083

0.80 Exact i.44 1.24 0.97 ‘ 0.57 0.054
Heavy 1.42 1.19 0.92 0.51 0.039
New t.44 1.23 0.97 0.57 0.0652

0.90 Exact 3.86 3.60 3.24 2.60 111
Heavy 3.84 3,54 3.16 2.48 0.98
New 3.86 3.60 3.25 2.61 1.11

0.95 Exact 8.8 8.5 8.1 7.3 5.1
Heavy 8.8 8.5 8.0 7.2 4.8
New 8.8 8.5 8.1 74 5.1

0.98 Exact 23.8 235 23.0 22.2 18.9
Heavy 23.8 234 22.9 22.0 19.0
New 23.8 235 23.0 22.2 19.5

The cases m = 20 and 100 with p = 0.98 come from Seelen, Tijms and van Hoorn (1983).
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TABLE 4

A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)
with Exact Values from Kiihn (1976} for the Hy/M/m Model (Hyperexponential Interarrival-Time

Number of Servers, m

Traffic Intensity, p Method 2 4 8 20 100
0.50 Exact 0.57 0.35 0.157 0.021 0
Heavy 0.54 0.28 0.096 0.006 0
New 0.57 0.31 0.116 0.009 0
0.70 Exact 2.27 1.83 1.30 0.59 0.015
Heavy 2.19 1.63 1.03 0.35 0.002
- New 2.23 1.70 i.12 0.42 0.003
0.80 Exact 4.75 4,17 3.42 2.22 0.36
Heavy 4.62 3.88 2.97 1.66 0.13
New 4.67 399 3.13 1.83 0.16
0.50 Exact 12,7 11.9 0.9 a.1 4.6
- Heavy 12.5 11.5 10.3 8.1 3.2
New 12.5 1.7 10.3 8.4 35
0.95 Exact 28.8 28.0 26.9 24.7 17.0
Heavy 28.6 27.5 26.1 23.3 15.6
New 28.6 27.7 26.4 238 16.5
0.98 Exact 77.5 76.7 75.4 73.0 63.2
Heavy 77.2 76.1 74.5 714 61.7
New 77.3 76.3 74.9 72,0 63.0
TABLE 5

A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)

with Exact Values from Kiiln (1976} for the E4/M/m Model {Erlang Interarrival-Time

Distribution with Four Phases) with ¢, = 0.25

Number of Servers, m

Traffic Intensity, p Method 2 4 8 20 100

0.50 Exact 0.122 0.047 0.009 0.00011 0
Heavy 0.213 0.113 0.038 0.0025 0
New 0.140 0.065 0.018 0.0013 0

0.70 Exact 0.67 0.44 0.24 0.050 0
Heavy 0.84 0.63 0.40 0.138 0.0006
New 0.69 0.48 0.28 0.075 0.0004

0.80 Exact 1.55 1.23 0.86 0.39 0.0089
Heavy 1.78 1.49 1.15 0.64 0.049
New 1.58 1.28 - 0.92 0.45 0.025

0.90 Exact 4.52 4.08 3.51 2.55 0.71
Heavy 4.80 4.43 3.95 3.10 1.23
New 4.55 4,13 3.58 2.67 0.85

0.95 Exact 10.7 10.2 9.5 8.2 4.9
Heavy 11.0 10.6 10.0 9.0 6.0
New 10.7 10.2 9.6 8.4 5.4

0.98 Exact 29.4 288 28.1 26.6 22.1
Heavy 29.8 29.3 28.6 27.5 23.8
New 294 28.9 28.2 26.7 22.4

The case m = 100 and p= 0.95 comes from Seclen, Tijms and van Hoorn (1985).
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referred to as balanced means; it produces an H, distribution approximately in the
middle of the range for given first two moments. The fit in Table 4 is pretty good
for both approximations, but they tend to understate the exact value when m is large
and p is small. The fit is close considering the set of possible values associated with

" the parameter pair (¢, ¢Z) = (2.25, 1). This is demonstrated for related cases later

(Tables 8-10). Whitt (1984a, 1984b), Klincewicz and Whitt (1984) and Johnson
and Taaffe (1991) provide related background.

When evaluating the approximations, especially for large m, it is important to
take into account that the approximation displayed here is for the expected queue
length. By (2.2), EW = (EQ)/{pm), so that for large m, KW is much less than EQ.
For example, when p = 0.80 and m = 100 in the H,/M/m model, the exact value
1s EQ = 0.36 (Table 4), while EW = 0.0045, usually negligible for practical purposes.
Hence, the large relative error in this case is not usually too important,

I also make numerical comparisons of the expected queue length in a GI/M/m
model with ¢ < 1, in particular, the E,/M/m model ( Table 5). The new approxi-
mation based on (2.24) also works quite well for these GI/M/m models with 0
< ¢ < 1, clearly better than the old heavy-traffic approximate based on (2.14).
Unlike the approximation in Table 4, the new approximation in Table 5 overestimates
the exact values when both m is large and p is small. In all cases, the departure from
an exponential interarrival-time distribution actually has a stronger effect than the
approximation predicts in this region. In all cases, too however, the change from the
heavy-traffic approximation (2.14) to (2.24) moves in the right direction.

I compare the approximations with exact value of expected queue length from
tables by Hillier and Yu (1981) for E,/E,/m systems ( Table 6). Hillier and Yu only
supplied exact values for m = 2, 4 and 8 because the cases in m = 20 and 100 were
not available. The data for the other cases came from Seelen, Tijms, and van Hoorn
(1985). The new approximation (2.24) again performs well.

De Smit (personal communication ) ran a large set of numerical experiments based
on his algorithm for G/H,/m models (de Smit 1983a, 1983b). I use these numerical
results to compare approximations for the expected waiting time with exact values
in G/H,/m models for the cases m = 2 and 4, and ¢? = 9.0 (Table 7). The exact
values are for H, service-time distributions with balanced means, or r = § for rin
(2.28). The interarrival-time distribution is D, E, and H, (r = 1) when ¢2 = 0.0,
0.5, 2.0 and 9.0, respectively. In the cases ¢2 = ¢? = 9.0, the new approximation
(2.24) coincides with the heavy-traffic approximation (2.14). In other cases, the new
approximation usually is better, although it is not uniformly better.

You can assess the set of possible exact values associated with given parameter
values with the help of Tables 8-10. The values displayed there only constitute a
subset of all possible values, so that the actual set is much larger. It is not difficult
to show that the set of all values is connected, so that all values between the maximum
and minimum {(or supremum and infimum) are attainable. Hence, to describe the
set it suffices to focus on the minimum and maximum values. The subset here is
obtained by considering, for any value of ¢? > 1, H, distributions with three different
values of r in (2.28), namely, r = §, r = { and r = §, From numerical experience, 1
believe that this range shows the actual range of typical values. The values for H,/
H,/m models when p = 0.80 and m = 2 and 4 are in Table 8, The parameter r is
allowed to vary for both the interarrival-time distribution and the service-time dis-
tribution, so that there are nine cases associated with each parameter pair (c2, ¢?)



130 , WHITT

TABLE 6
A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)
with Exact Values from Hillier and Yu (1981} and Seelen, Tijms and van Hoorn (1985)
for the E;/E /m Model

Number of Servers, m

Trafhc Intensity, p Method 2 4 8 20 100
0.50 Exact 0.118 0.051 0.0123 0.0003 0"
Heavy 0.166 0.087 0.030 0.002 0
New 0.121 0.060 0.0185 0.0014 0
0.70 Exact 0.58 0.40 0.23 0.058
Heavy 0.67 0.50 0.32 0.11 0.0005
New 0.57 0.41 0.24 0.073 0.00041
0.80 Exact 1.30 1.06 0.78 0.38 © 002
Heavy 1.42 1.19 0.92 0.51 0.039
New 1.29 1.05 0.78 0.40 0.026
0.90 " Exact 3.69 3.36 2.94 2.20 0.70
Heavy 3.84 3.54 3.16 2,48 0.98
New 3.67 3.35 2.92 221 0.76
0.95 Exact 8.63 8.26 7.76 6.81 4.24
Heavy 8.79 8.47 8.02 7.18 4.81
New 8.61 8.24 7.73 6.79 427
0.98 Exact 23.6 23.2 22.6 21.6 18.2
' Heavy 238 23.4 22.9 22.0 19.0
New 23.6 23.2 22.6 21.5 18.1

(Table 8). As noted by Whitt (1984a, 1984b) and Klincewicz and Whitt (1984),
the range ( maximum minus minimum) for the single-server case, increases as ¢Z or
¢? increases: greater variability not only means longer expected waiting times, but
also less reliable approximations for partially specified systems. As Whitt (1984b,
Table I11) found, changing r, has a much greater impact than changing r, (Table 8).
However, the range is not exceptionally large when ¢; = 2.0. When ¢2 becomes 9.0
or higher, these two-moment approximations become relatively unreliable.

Table 9 shows the corresponding observed maxima and minima in Gl/H;/m
models for 7, = &, 1 and § for interarrival times with ¢ = 0 (D) and ¢z = 0.5 (£2)
for three values of the traffic intensity. Table 10 then compares the heavy-traffic
approximations (2.14) and the new approximation (2.24) for the expected waiting
time with the sets of exact values for the cases in Tables 8 and 9 with p = 0.80. In
each case the set of exact values is surnmarized by giving the minimum, median and
maximum values. The new approximation values based on (2.24) are clearly an
improvement over the heavy-traffic values based on (2.14) (Table 10). In general,
the new approximations seem adequate, although changes to produce slightly further
reductions in the approximations may provide better accuracy when cﬁ < 1.

Table 11 compares the approximations for the expected queue length with exact
values from Seelen, Tijms, and van Hoorn (1985) for a model with ¢2> 1> ¢2,in
particular, for the H,/D/m model with ¢2 = 2.0. The new approximation in (2.24)
produces slightly larger values than the old approximation ( Table 11). Further mod-
ifications in this direction in this region for high m, but in the other direction for
small 7 and p, could improve the new approximation.
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TABLE 7

A Comparison of Approximations of the Expected Waiting Time (Excluding Service Time) with Exact
Values from de Smit (1983a, 1983b, personal communication) for the G/H,/m Model with ¢ = 9.0

Traffic Arrival Process Variability Parameter
Number of Intensity, ' ,
Servers, m P Method ¢z = 0.0 cz=05 ¢z =20 c2=9.0
2 0.30 Exact 0.23 0.29 0.46 0.91
Heavy 0.45 0.47 (.54 - 0.89
New 0.25 0.28 0.39 0.39
0.60 Exact 1.95 2.20 2.86 5.28
Heavy 2.53 2.67 3.09 5.06
New 1.96 2.13 2.65 5.06
0.80 Exact 7.20 7.79 9.46 16.47
Heavy 8.00 8.44 9.78 16.00
New 7.20 7.69 9.16 16.00
0.90 Exact 18.3 19.5 231 39.0
Heavy 19.2 20.3 234 _ 38.4
New 18.3 19.4 22,7 384
4 0.30 Exact 0.014 0.022 0.050 0.143
‘ Heavy 0.060 0.063 0.673 0.037
New 0.037 0.035 0.050 0.037
0.60 Exact 0.47 0.56 0.82 1.82
Heavy 0.81 0.85 0.99 1.61
. New 0.57 0.63 0.80 1.61
0.80 Exact 2.72 3.00 3.79 7.15
Heavy 3.35 3.54 4.10 6.71
New 2.90 3.12 3.75 6.71
0.90 Exact 8.08 8.69 10.5 i8.3
Heavy 8.86 9.35 10.8 17.7
New 8.30 8.82 10.4 17.7

The interarrival-time distributions are deterministic (D) when ¢2 = 0.0, Erlang (E,) when ¢2 = 0.50
and hyperexponential (H,) with balanced means when ¢Z > 1. The service-time distribution is hyper-
exponential with balanced means, having overall mean one.

3. The Probhability of Delay

In this section I develop approximations for the probability of delay P(W > (). 1
begin in Section 3.1 by relating P(J¥ > 0) to P(N = m) and by indicating how our
approximation for P(W > 0) can be used to generate an associated approximation
for P(N = m). In Section 3.2 I describe my basic strategy and give background on

.the G1/G/1 and GI/M/s/0 models. In Section 3.3 I develop an approximation for
P(W > Q)in the GI/M/m model, and in Section 3.4 I extend it to GI/G/m. I make
numerical comparisons with exact values i1n Section 3.5.

My approximations for the probability of delay yield new approximations for the
expected delay, by incorporating approximations for the conditional expected delay
given that a customer must wait, ED, proposed by Seelen and Tiyms (1984). On
the other hand, my two approximations vyield alternative approximations for the
expected conditioned delay by ED = EW/P(W > Q).

3.1 Two Related Congestion Measures

Here I focus on probability of delay, P(WW > 0), or the probability that an arriving
customer must wait before beginning service (in steady state). Distinguish this from
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TABLE §

The Range of Exact Values of the Expected Waiting Time (Excluding Service Time) for the Hy/H,/m Model with
Traffic Intensity p = 0.80 and Mean Service Time 1, Jrom de Smit (1983a, 1983b, personal conmunication)

Service-Time Parameters

Arrival

2: Parameters =20 2 =350 =190
H Number of

Servers, m e ra fs:gl‘e ?’:“% fs“g f’szé "sm% fs*““g' ”s=é rs“% rsﬁ%
2 20 3 3.78 3.75 3.72 6.42 6.27 6.05 9.93 9.57 9.09
3 3.64 3.61 3.56 6.33 6.15 5.90 9.87 9.46 8.95
§ 3.32 3.28 3.22 6.11 5.91 5.60 9.71 9.26 8.67

50 % 7.30 7.29 7.27 9.92 9.82 965 134 13.2 12.7

i 6.55 6.49 6.43 9.39 9.13 884 130 12.5 119

5 4.25 4.20 411 7.56 730 - 680 116 11.0 10.1

9.0 5 12.1 2.1 12.1 14.7 14.6 14.5 181 180 17.6

3 10.4 10.3 10.2 13.3 13.0 12.7 17.1 16.5 15.8

H 4.8 438 47 8.6 8.3 77 131 12.5 11.3
4 20 % 1.62 1.60 1.56 2.71 2.58 2.30 4.15 3.84 3.19
$ 1.56 1.54 1.49 267 2.52 2.24 4.12 3.79 3.12
§ 1.42 1.39 1.33 2.57 2.40 2.09 405 3.69 2.97
50 % 3.30 3.29 3.27 4.35 4.28 4,08 5.78 5.57 5.07
5 2.95 2.92 2.88 4.10 3.95 3.71 5.59 5.26 4.68
§ 1.87 1.83 176 3.26 3.06 2.67 4.93 4.50 3.67
9.0 3% 5.61 5.62 561 6.61 6.59 6.47 8.00 7.90 7.50
i 4.81 4.77 474 5.99 5.80 5.61 7.51 7.15 6.66
5 2.15 211 2.03 3.78 3.56 3.10 5.68 5.21 424

TABLE 9

The Range of Exact Values of the Expected Waiting Time (Excluding Service Time) for the G/H,/m Madel,
from de Smit (1983a, 1983b, personal communication)

Service-Time Parameters

Arrival -
Variability Traffic =20 3 =350 3 =90
Number of  Parameter,  Intensity,
Servers, m c o rszé r;w% rx:% rsﬁé r,=% rfzg *"sﬂ'Ql' rszé r:mg
2 0.0 0.6 039 . 0.37 0.34 1.17 1.05 0.81 2.25 1.95 1.39
(.8 1.55 1.52 1,49 4,14 3.96 3.77 7.64 7.20 6.78
0.9 4.01 3.98 3.95 10.33 . 10,13 9.97 18.8 18.3 18.0
0.5 0.6 0.60 0.58 0.55 1.40 1.28 1.05 2.49 2.20 1.65
0.8 2.09 2.07 2.03 4,71 4,54 4.32 8.21 7.79 7.34
0.9 5.19 3.16 5.13 E1.5 11.3 112 20.0 19.5 19.2
4 .0 0.6 0.100 0.090 0.069 0.33 0.25 0.13 0.65 0.47 0.20
0.8 0.61 0.58 0.53 1.67 1.5¢ 1.17 3.10 2.72 1.96
0.9 1.80 1.76 1.70 4.69 4,48 4.09 8.55 8.08 7.18
0.5 0.6 0.174 0.161 6,139 (.42 0.34 0.21 0.74 0.56 0.28
0.8 0.85 0.82 077 1.92 .77 1.45 3.36 3.00 227
0.9 2.36 2.33 2.27 5.26 5.07 4.69 9.13 8.69 7.82

The cases of D, E; and M arrival processes. The mean service time is 1 in each case.



with
n)

“Gleo

=

9.09
8.95
8.67
12.7
11,9
101
17.6
15.8
11.3
3.19
312
2.97
5.07
4.68
3.67
7.50
6.66
4.24

Exact Values from Tables 8 and 9 for the G/Hy/m Model with Traffic Intensity p = 0.80
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TABLE 10
A Comparison of Approximations of the Expected Waiting Time (Excluding Service Time) with the
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Variability
Parameters Exact Values
Number of -

Servers, m o c? Min Median Max Heavy New
2 0.0 2.0 1.49 1.52 1.55 1.78 1.60
0.5 2,03 2.07 209 2,22 2.09
2.0 3.22 3.61 3.78 3.56 3.56
2.0 47 10.3 12.1 9.78 9.90
0.0 9.0 6.78 7.20 7.64 8.00 7.20
0.5 7.34 7.79 8.21 8.44 7.69
2.0 8.67 9.46 9.93 9.78 9.16

9.0 11.3 16.5 18.1 16.0 16.0
4 0.0 2.0 0.53 0.58 0.61 0.75 0.64
0.5 0.77 0.82 0.85 0.93 0.86
2.0 1.33 1.54 1.62 1.49 1.49
9.0 2.03 4,77 5.61 4.10 4,23
0.0 9.0 1.96 2.72 3.10 3.35 2.90
0.5 2.27 3.00 3.36 3.54 3.12
2.0 2.97 3.79 4.15 4,10 3.75
9.0 - 4.24 7.15 8.00 6.71 6.71

The interarnval-time distribution is deterministic (D) when ¢3 = 0.0, Erlang (E,) when ¢2 = 0.5 and

hyperexponential (/) when ¢2 > 1.

with Exact Values for the H;/D/m Model (Having Hyperexponential Interarrival Times
with Balanced Means) with cZ = 2.0, from Seelen, Tijms and van Hoorn (1985)

TABLE 11
A Comparison of Approximations of the Expected Queue Length (Excluding Customers in Service)

Number of Servers, m

Traffic Intensity, p Method i 2 4 8 20 100
0.50 Exact 0.41 0.32 0.22 0.113 0.021 0
Heavy 0.50 0.33 0.17 0.039 0.0037 0
New (.50 0.35 0.20 0.074 0.0055 0
0.70 Exact 1.48 1.33 I.13 0.86 0.47 0.023
Heavy 1.63 1.35 1.00 0.63 0.22 0.0011
New 1.63 1.38 1.06 0.70 0.26 0.0017
0.80 Exact 3.02 2.85 2.58 2.22 1.57 0.364
Heavy 3.20 2.84 2.39 1.83 1.02 0.079
New 3.20 2.88 2.47 1.95 1.15 0.103
0.90 Exact 7.9 7.7 7.4 6.9 6.0 3.4
Heavy 8.1 7.7 7.1 6.3 5.0 2.0
New 8.1 7.7 7.2 6.5 52 2.2
0.93 Exact 17.9 17.6 17.3 16.7 15.6 12.2
Heavy 18.1 17.6 16.9 i6.0 14.4 9.6
: New 18.1 - 17.6 17.1 16.3 14.7 10.3
0.98 Exact 47.8 47.6 47.2 46.6 45.4 41.4
Heavy 48.0 475 46.8 459 44.0 38.0
New 48.0 47.6 47.0 46.1 44.4 39.0
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the probability that all servers are busy at an arbitrary time, P(N = m), the steady-
state probability for the associated continuous-time stochastic process. Because Pois-
son arrivals see times averages, (Wolff 1982), these two congestion measures coincide
in M /G /m models, so that our approximations for P(W > 0) are then equally good
for P(N = m), but for non-Poisson arrival processes this is not the case. Otherwise,
I focus on P(WW > 0).

Kraemer and Langenbach-Belz (1976) developed a good approximation for P(W
> 0) when m = 1 [Whitt 1983a, Formula (48)]. Also P(N = m) =p (exact) when
m=1.Incasesm =1, m= 10and m = 100, P(W > 0)/P(N = m) does not change
greatly with m (Table 12}, so that the previously developed approximation for P(W
> () when m = 1 can yield an approximation for the ratio P(W > 0)/P(N = m)
for GI/G/m models when m = 1. Hence, with this ratio approximation, my ap-
proximation for P(W > 0) vields an additional approximation for P(N = m)in Gl/
G /m models.

3.2 The Basic Strategy

As in Section 2, my strategy is to build on exact results for the M/M/m queue,
namely, the Erlang-C formula in (2.3). I can also exploit the more elementary closed-
form approximations (2.10) and (2. 12) plus (2.6). Table 13 compares approximation
(2.10) with (2.3) and the normal approximation (2.11). Obviously the normal ap-
proximation only tends to be even nearly reasonable for small p.

We have accumulated considerable experience with M/G/m models, and it 18
known that the Erlang-C formula in (2.3) is usually an excellent approximation for

TABLE 12

The Exact Values of the Ratio P (W > 0)/F (N = mj for Several GI/G/m Queues
from Seelen, Tijms and van Hoorn (1985)

p g m ¢t =00 ct=1.0 ¢ =2.5

p =05 cq =025 i 0.326 0.602 0.674
10 0.25 0.602 0.673

c2=2.0 1 1.23 1.18 1.16

10 1.20 1.19 1.18

cz=4.0 1 1.43 1.27 1.32

10 1.39 1.38 1.35
p = 0.7 c%=0.25 1 0.586 0.790 0.827
10 0.519 0.790 0.835

¢z =20 L 1.14 111 109

10 1.13 1.1} 1.10

¢z =40 1 1.26 1.21 1.18

10 1.23 1.21 1.21
p =09 ¢2 =025 1 0.818 0.931 0.948
. 10 0.816 0.936 0.953

100 0.828 0.932
=20 1 1.05 1.03 1.03
10 1.04 1.03 1.03
100 1.03 1.04
=40 1 1.08 1.06 1.06
10 1.06 1.05 1.06

100 1.06 1.06
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TABLE 13

A Companson of Exact Values of the Probability of Delay, P (W > ), in the M/M/m Model in (2.3)
with Approximations Based on Heavy-Traffic Limits

Number of Servers, m

Traffic Intensity, p Method I 2 4 8 20 100
0.50 Exact 0.50 0.33 0.174 0.059 0.0037 0
Half-Whitt 0.51 0.37 0.223 0.101 0.0146 0
Normal 0.50 0.31 0.144 0.040 0.0013 4]
0.70 Exact 0.70 0.58 0.43 0.27 0.094 0.0005
Half-Whitt 0.67 0.56 0.43 029 0117 0.0015
Normal 0.59 0.47 0.34 0.21 0.071 0.0002
€.80 Exact 0.80 0.71 0.60 0.46 0.26 0.020
Half-Whitt 0.77 0.69 0.58 0.46 0.27 0.027
Normal 0.63 0.53 0.43 (.33 0.19 0.015
0.90 Exact 0.90 0.85 0.79 0.70 0.55 0.22
Half-Whitt 0.88 0.83 0.77 0.69 0.55 0.22
_ Normal 0.66 0.59 0.52 0.46 0.36 0.16
0.95 Exact 0.950 0.926 0.89 0.84 0.76 0.506
Half-Whitt (.939 0.914 0.88 0.83 075 - 0.504
Normal 0.678 0.614 0.36 0.51 0.45 0.32
0.98 Exact 0.980 0.970 0.956 0.936 0.897 0.78
Half-Whitt 0.975 0.965  0.95] 0.931 0.892 0.77
Normal 0.686 0.629 0.584 0.548 0.509 0.44

‘The Half-Whitt approximation is (2.10), while the normal approximation is (2.11).

nonexponential service-time distributions. Hence, I use this same approximation for
the M/G/m case. I do not present tables in this case, because the good quality of
the approximations is relatively well known.

Much work has yet to be done on approximations for either P(W > 0) or P(N

= m) in GI/G/m models with non-Poisson arrivals. In the way of background, it is
useful to consider what is known about the GI/G/1 special case and the assocaated
GI/M/m loss system.

Kraemer and Langenbach-Belz (1976 ) provided the good approximation for P(W
> 0) in the GI/G/ 1 model used by Whitt (1983a). Whitt (1984d) also studied the
probability of delay in the GI/G/1. As should be expected, their analysis supports
having approximations with the property that P(W, > 0) < P(W, > 0) for two

_systems that differ only in the arrival squared coefficients of variation ¢2; when ¢2,

< ¢2,. However, Whitt (1984d, Theorem 2) showed that P(W > 0) in an H, J/G/1
model tends to be decreasing in ¢}, with his Example 5 showing that the difference
between P(¥ > 0) in the H,/D/1 and H,/M/ 1 models with the same interarrival-
time distribution is very small. Significantly, Kraemer and Langenbach-Belz’s GI /
G/ 1 approximation is consistent with these theoretical results. 7

We have also accumulated considerable experience with the GI/M /m loss system,
and the blocking probability (call congestion) can be quite different from the prob-
ability all servers are busy P(N = m) (time congestion). Fredericks (1983) and
Sanders and van Doorn (1985) have developed good approximations in the case of
overflow arrival processes. In heavy traffic,

P(Blocking) ~ z.P(N =m) (3.1)
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where z is the peakedness factor of the arrival process, which approaches (1
+ ¢2)/2 as M increases; see { 3.6) below and Whitt ( 1984e, 1992). Moreover, a normal
distribution approximation is often appropriate. However, it seems difficult to develop
good approximations for the GI /M/m loss system solely in terms of the basic pa-
rameter S-tuple (X, ¢2, 7, ¢2, m). The upper boundary evidently makes the 1oss
model more difficult analyze and to approximate. The behavior of the loss model
seems to depend more on the full distributions of the interarrival times and ser-
vice times.

3.3 GI/M/m Models

The key theoretical result supporting my. approximation for GI/M/m models is
the heavy-traffic limit theorem for the probability of delay in these models (Halfin
and Whitt 1981, Theorem 4). Halfin and Whitt show that approximation (2.10) for
M /M /m models is again asymptotically correct for GI/M /m models as m —> co and
p = 1 with (1 = pym'/2 = Bif 8 in (2.10) is replaced by f¢ = 28/(1 + c%). For
GI/M/m models, let

HW(c2) = 52(1 — p)m'? /(1 + ¢2)) (3.2)

with £(8) defined in (2.10).
An obvious way to use (3.2) with the exact M/M/m formula (2.3) is in the ratio

P(W(c2)> 0) ~ min {1, (HW( ¢ HW(1)P(W(M/M/m) > 0)}, (3.3)

where W (¢2) denotes the waiting time in the GI/M/m model as a function of ¢2.
Using the ratio approximation in (3.3) instead of (3.2), 1 obtain the exact value
from the M /M /m model when ¢ = 1.

I compared the approximations (3.2) and (3.3), plus a number of related ap-
proximations for a family of GI/M/m models. The best approximation of this kind
was a ratio approximation using a lower bound for HW( ¢2) (Halfin and Whitt 1981,
Remark 1, p. 575). This approximation, the lower-bound or LB-ratio, is defined by

P(W{ch) > 0)

1 —®2(1 — p)m2/(1 + ¢2))
1 —®((1— pym'’?)

=~ min {1, P(W(M/M/m) > 0)} (3.4)
where ® is again the standard normal CDF. As can be seen from the D/M/m case
(Table 14), the LB-ratio approximation in (3.4) usually performs well, much better
than the M /M /m exact values for the same cases (Table 13).

However, when ¢2 < 1, the LB-ratio approximation {as well as all the others based
on (2.10)] significantly underestimates the delay probability when both m is large
and p is small. Hence, I modify (3.4) to obtain an improvement in this region by
using the normal approximation in (2.11). For this purpose, we use the normal
approximation in (2.11). The normal approximation for GI/G/mis P(N = m) =~ |
— &(), where ¢ is the normal CDF, '-

v =y(m, p, z) = (m = mp — 0.5)/(mpz)'* (3.5)

z=1+ (2~ ! J:O [1— G(x)]%dx, (3.6)
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TABLE 14

A Comparison of the Approximations with the Exact Values of the Probability
of Delay, P (W > 0), for Several GI/G/4 Models with p = 0.90

Model Exact Value New Approx M/M/m Approx
M/M/4 : 0.79 0.79 0.79
D/M/4 0.67 0.65 0.79
Ha/M/4, ¢l = 2.25 0.85 0.85 0.79
E./M/4 0.71 - 0.70 0.79
G/M/4, ¢; = 0.56 0.75 0.75 0.79
M/D/4 0.78 0.79 0.79
M/H/4, ci = 2.25 0.79 0.79 0.79
M/G/4, c§ = 0.75 0.79 0.79 0.79
D/Hy/4, ¢ = 2.0 0.70 0.71 0.79
Ea/Ha/4, ¢ =20 0.76 0.76 0.79
H:/Ha/4, 3 = 2.0 0.84 0.83 0.79
Ha/Hy/4, ¢5 = 2.0 0.93 0.90 0.79
D/H./4, ¢ = 9.0 0.74 0.75 0.79
Ea/Hy/4, ¢ = 9.0 0.77 0.77 0.79
Ha/Ha/4, ¢2 = 9.0 0.84 0.81 0.79
Ha/Ha/4, ¢ = 9.0 0.92 0.86 0.79
Ho/D/4, ¢z = 2.0 0.86 0.86 0.79
Ha/Ea/4, c2 = 2.0 0.85 0.84 0.79
Ho/D/4, ¢c; = 4.0 0.91 0.89 0.79
E,/E/4 0.73 0.72 0.79
G/Ea/4, ¢ = 0.1 0.64 _ 0.60 0.79

and G is the service-time CDF. In the case of exponential service times with mean 1
that we are considering, z = (¢2 + 1)/2. For M/G/m models, (3.5) reduces to
(2.11). I show this normal approximation for G/M/m models (Tables 14 and 15).
Again, this is a poor approximation unless both  is large and p small. However, it
clearly helps with a large 1 and a small p in the D /M /m model (Table 14),

The specific approximation I use for GI/M /m models depends on the number of
servers m and the normal argument v = (m — mp — 0.5}/ Vmpzin (3.5). In particular,
my approximation is
P(W(GI/M/m) > 0)

((3.4), if m=6orify=05orifci=1
) c2(3.4)+ (1 — ¢2)(3.5), if m=T vy=10andci<l 37)
2(1 = Ay — 0.5)(3.5) + (1 = [2(1 — Dy — 0.5)(34),

if mz=7ci<land05<vy<1,0,

.

where the equation numbers (3.4) and (3.5) are used in (3.7) instead of the actual
values. Approximation (3.7) is the New approximation for GI/M/m models in Tables
14 to 15. Formula (3.7) usually reduces to the LB-ratio approximation in (3.4).
However, in some regions I also apply the normal approximation in (3.5). The idea
is to use the normal approximation when three conditions hold together: (1) the
number of servers m is large, (2) the arrival variability parameter ¢ is small, and
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TABLE 15

A Comparison of Approximations of the Probabz'fity of Delay, P (W > 0), with Exact Values
from Kiihn (1976) in the D/M/m Model

Number of Servers, m

Traffic Intensity, p Method | 2 4 8 20 100
0.50 Exact 0.20 0.103 0.033 0.0043 0.000020 0
Half-Whitt 0.22 0.101 0.027 0.0026 0.000004 0
LB-Ratio 0.26 0.109 0.025 0.0018 0.000001 0
Normal 0.50 0.240 0.067 0.0067 0.000011 0
- New 0.26 0.109 0.025 0.0067 0.000011 0
0.70 Exact 0.47 0.35 0.22 0.102 0.0161 0
Half-Whitt 0.43 0.29 0.16 0.055 - 0.0041 0
LB-Ratio 0.50 0.34 0.18 0.061 0.0038 0
Normal 0.63 0.45 0.28 0.128 0.0188 0
New : 0.50 0.34 0.18 0.128 -+ 0.0188 0
.80 Exact 0.63 0.53 0.41 0.27 0.105 0.00108
Half-Whitt . 0.58 0.46 0.32 0.18 0.045 0.00003
LB-Ratio 0.66 0.52 0.37 0.21 0.051 0.00003
Normal 0.68 0.54 0.41 0.27 0.108 0.00102
New 0.66 0.52 (.37 0.22 0.108 0.60102
0.90 Exact 0.81 0.75 0.67 0.56 0.39 0.088
Half~Whitt 0.77 0.69 (.58 0.46 0.27 0.027
LB-Ratio 0.82 0.75 0.65 0.52 0.31 0.031
Normal 0.72 0.62 0.53 0.44 0.31 0.078
New 0.82 0.75 0.65 0.52 0.31 0.078
0.95 Exact 0.90 0.87 0.82 0.76 0.65
Half-Whitt 0.88 0.83 0.77 0.69 0.55 0.22
LB-Ratio 0.91 0.87 0.82 0.74 .60 0.26
Normal 0.74 0.66 0.59 0.52 0.44 0.26
New 0.91 0.87 0.82 0.74 0.60 0.26
0.98 Exact 0.960 0.947 0.927 0.900 0.85 0.69
Half-Whitt 0.951 0.931 0.903 0.865 0.79 0.58
LB-Ratio 0.964 0.948 0.925 0.892 0.83 0.64
Normatl 0.753 0.679 0.618 0.568 0.51 0.42
New 0.964 0948 0925  0.892 0.83 0.64

(3) the normal argument v in (3.5) is relatively large. Just like formula (2.24) for
EW, formula (3.7) is a continuous function of the parameters A, c2and 7.

3.4 The General G1/G/m Model

My first idea for extending the approximation (3.7) for GI/M/m models to G1/
G /m models with nonexponential service-time distributions was to use exactly the
same formula, independent of the service-time variability parameter ¢?. This was
based on the intuition that the probability of delay should depend much more on
the interarrival-time distribution than on the service-time distribution, consistent
with the M/G/m experience. However, some additional refinement turned out to
be beneficial. ;

My second idea was to draw on the GI/G /oo case, where there are concrete results
for general service times. In particular, the key parameter z in (3.6) as a function of
¢2 and ¢? can be approximated well by
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za (c2+ ¢)/(1 + c¢2). (3.8)

Formula (3.8) is exact when either ¢2 = 1 or ¢? = 1, reducing to the previously
discussed M /G /m and Gi/M /m cases. Formula (3.8) is also exact when ¢; = 0.
Formula (3.8 ) suggests extending the Half~-Whitt approximation (2.10) by replacing
8 with (1 + ¢2)B8/(c2 + ¢2), which agrees with (3.2) when ¢? = 1. [However, the
heavy-traffic hmit theorem supporting (2.10) and (3.2) does not extend to support
this heuristic approximation.] Similarly, from (3.8) I suggest using 1 — &((!
+ e2)(1 — pYym'?/(c: + ¢*)) in the numerator of the LB-ratio approximation in
(3.4). Hence I suggest using (c2 + ¢2)/(1 + ¢?) for z in (3.6) for the normal ap-
proximation {3.5). Indeed, I use this refinement to the normal distribution in (3.5)
within the context of (3.7). I also use a convex combination of the old LB-ratio in
(3.2) with the new LB-ratio, weighting the new by p?.
The final new approximation for the general partially specified G1/G /m model is
thus '

P(W(p, c3, c2, m)> 0) ~ min {, 1}, (3.9)
where
T, if m=s6ory=<05orci=1
T =< 7, if m=Tandy=10andci<1 (3.10)
7, if m=z=Tandci<land0.5<y<I,
and

m = pima + (1~ p?)ws
T2 = C?z"'ri + (1 — C?z)"fs
73 =2(1 — i)y — 0.5)m, + (1 = [2(1 — 2} (v — 0.5))m,

1~ ®((1+ 1 — p)ym'? /(5 + ¢2))
I — (1 — p)ym'’?)

1 —®2(1 — p)ym'? /(1 + ¢2))
1= ®((1 — p)m'’?)

s =1 — ®((m — mp — 0.5)/Vmpz) (3.11)

Ta =min{1, P(W(M/M/m)>0)}

s = min [1, PIW(M/M/m) > 0)}

for v in (3.5) with z in (3.8). Formula =5 is the LB-ratio approximation for the GI/
M/m model in (3.4), while =4 is the modification of it above based on z in (3.8).
Formula =, is the convex combination of the LB-ratio approximations; it is the final
approximation in most cases. Formula 74 is the normal approximation in {3.5) with
the approximation (3.8) used for zin (3.6). Finally, (3.9 ) coincides with (3.7) except
that =, is substituted for =5 and =4 1s substituted for the previous GI/M/m normal
approximation. As a consequence, (3.9) reduces to the GI/M/m approximation
(3.7) when c; = 1. Formula {3.9) reduces to the exact M /M /m value in (2.8) when
ci=1. . |

Although (3.9) is rather cumbersome, it presents no problem for the computer.
The approximation = in (3.11) might be used instead for analytical manipulations.
In most cases (3.9) reduces to #,. For even greater simplicity, =4 might be used.
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Future work might aim for an approximation of the form (3.4) where the nu-
merator of the LB ratiois 1 — &((1 — p)l/-i;fz_x) for x = x(p, c2, ¢Z, m); in (3.4) x
= 2/(1 + ¢2). The idea would be to incorporate the convex combinations in m, 7,
and w3 in (3.11) in the function x inside the normal CDF. It would be nice to produce
a cleaner formula.

3.5 N umerical Comparisons

Now I compare the approximations with the exact values of the probability of
delay (Tables 14-22). These numerical comparisons show that the new approxi-
mation (3.9) performs remarkably well. For a quick overview, I compare the new
approximation to the exact values for several GI/G/m models in the special case of
m =4 and p = 0.90 (Table 14). The new approximation is obviously much better
than the exact M/M/m formula, but even the M/M/m formula is adequate in
most cases. '

There is significant relative error in light traffic. Because precision in light traffic
1s not of major practical importance for most applications, I do not even test cases
with p < 0.50, and I did not try to exploit light-traffic methods. However, this remains
a promising direction for future research. In light traffic the range of exact values:
consistent with the partial information provided by the parameters, ¢; and c: often
is so great to rule out accurate approximation (with the criterion of relative error)
for the partially specified model. According to Whitt’s (1984) Theorems 1 and 2,
the maximum relative error is at least c2/(1 + ¢2)p in the GI/M/1 model. For p
=0.5and ¢; = 1, it is 100%, and for p = 0.1 and ¢; = 1, 500%.

‘Typical levels of p in real systems sharply increase as m increases (Whitt 1992).
For example, the probability of delay is negligible (0.0037) in an M /M /20 system
with p =.0.50. An M /M /20 system with p = 0.90 is less congested than an M/M/
2 system with p = 0.70; for the M/M/20 system with p = 0.90, EW = (.28 and
P(W > 0) = 0.55; for the M/M/2 system with p = 0.70, EW = 0,96 and P(W > 0}
= ().58.

I compare the Half-Whitt approximation in (2.10) for P(J > 0) and the normal
approximation in (2.11) [ which coincides with 74 in (3.11)] with the exact values
for the M/M/m model (Table 13). For most cases (except large m together with
small p), the Half-Whitt approximation (2.10) could reasonably be substituted for
the exact M/M/m formula EW (M/M/m) in w4 and =5 in {3.11). It should not be
difficult to further refine (2.10) for this purpose. Of course, the final approximation
(3.9) produces the exact value for the M /M /m model.

I next compare the approximations with exact values from Kithn (1976) for various
GI/M/m models, in particular, D/M /m and H,/M /m with ¢; = 2.25 and balanced
means { Tables 15 and 16). I display the direct Half-Whitt approximation (3.2), the
LB-ratio (3.4), and the normal approximation (3.5) in addition to the new approx-
imation (3.9), which coincides with (3.7) for the GI/M/m case. The new approxi-
mation (3.9) agrees with the LB-ratio except when both m is large and p 1s small;
they differ only when both m = 8 and p =< 0.80 and 1n the case m = 100 and p = 0.90
(Table 15). In these cases, the new approximation (3.9) obviously is much better
than the LB-ratio (3.4).

I have compared the approximations with the exact values for several M/G/m
values, but have omitted the tables. In these cases the approximation is the exact M/
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TABLE 16
A Comparison of Approximations of the Probability of Delay, P (W > 0), with Exact Values from
Kiihn (1976) for the Hy/M/m Model (Hyperexponential Interarrival-Time Distribution
with Balanced Means) with ¢t = 2.25 '

Number of Servers, m

Traffic Intensity, p Method 2 4 8 20 ' 100
0.50 Exact 0.45 0.28 0.123 0.016
Half-Whitt 0.56 0.42 0.280 0.109
New 0.46 0.30 0.144 0.024
Normal - 0.35 0.20 0.085 0.009
0.70 Exact 0.69 0.55 0.39 0.18 0.0045
Half-Whitt 0.71 .61 0.49 0.30 0.0390
New 0.68 0.56 0.41 0.21 0.0110
Normal 0.47 0.37 0.26 0.12 0.0028
0.80 Exact 0.80 0.70 0.57 0.37 0.060
Half-Whitt 0.80 0.72 0.63 0.47 0.146
New 0.79 0.70 0.58 0.40 0.094
Normal 0.52 0.45 0.37 0.25 0.044
0.90 Exact (.901 0.85 0.78 0.65 0.32
Half-Whitt 0.893 0.85 0.80 0.70 0.42
New 0.894 0.84 0.78 0.66 0.37
Normal 0.570 0.52 0.47 0.39 0.22
0.95 Exact .0.951 0.925 0.887 0.82
Half-Whitt 0.947 0.925 0.895 0.84 0.67
New 0.947 0.921 0.885 0.82 0.62
Normal 0.590 (3.548 0.511 0.46 .36
0.98 Exact 0.981 0.970 ().955 0.924 (.83
Half-Whitt 0.978 0.969 0.957 0.933 0.85
New 0.979 0.968 (.953 0.924 0.83

Normal 6.601 0.566 0.538 0.507 0.45

M /m value (2.3). The results confirm that the M /M /m formula is a good approx-
imation for other M /G /m models.

Paralleling Tables 7-10, Tables 17-20 contain comparisons of approximations
with exact values for G/H,/m models using de Smit’s (1983a, 1983b, and personal
communication) data. Table 17 shows the LB-ratio approximation =5 in (3.4) and
(3.11) and the new ratio approximation 7, in (3.11) as well as the new approximation
(3.9), which incorporates the convex combination =, in (3.11). For example, the
D/H,/2 case with p = 0.60 and c? = 9.0 (Table 17) helps motivate the convex
combination 7, in (3.11): the exact value is 0.31, while w; = 0.20, w5 = 0.42 and
m; = 0.28 (new).

Tables 18-20 add perspective to the approximations for GI/H,;/m models partially
specified by the basic parameters p, ¢2, ¢?, and m. There the range of exact values
is given for H, distributions with r = £, % and § [ for r in (2.28)] for each ¢? in the
case p = 0.80. From this perspective, the new approximation for the probability of
delay is quite satisfactory ( Table 20). The approximation falls in the interval of exact
values in every case and toward the middle when the interval is rather wide (c2
= 9.0). Whitt’s (1983) old M/M/m approximation is not good enough, and it is
difficult to do much better than the new approximation given the available information
(Table 20).
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TABLE 17

A Comparison of Approximations of the Probability of Delay, P (W > 0), with Exact Values
from de Smit (1983a, 1983b, personal communication) jor the G/Hz/m Model
(Hyperexponential Service Times with Balanced Means) with ci = 9.0

Traffic M/M/m Arrival Variability Parameter
Number of  Intensity, Delay
Servers, m ) Probab Method 2=00 ¢2=05 ¢2=20 ;=90
2 0.3 0.138 Exact 0.059 0.090 0.19 0.30
1.B-Ratio 0.021 0.080 0.22 0.36
New Ratio 0.117 0.128 0.16 0.25
New 0.029 0.085 0.21 0.35
0.6 0.45 Exact 0.3¢ 0.39 0.53 0.69
LB-Ratio 0.20 0.35 0.56 0.71
New Ratio 0.42 0.43 0.48 0.59
New 0.28 0.38 0.53 0.67
0.8 0.71 Exact 0.62 0.68 0.77 0.88
- B-Ratio 0.52 .65 0.78 0.87
New Ratio 0.69 0.70 0.73 0.80
New 0.63 0.68 0.75 0.83
0.9 0.85 Exact 0.80 0.84 0.89 0.94
LB-Ratio 0.75 0.832 0.89 0.94
New Ratio 0.84 0,83 0.86 0.90
‘ New 0.82 0.84 0.87 0.91
4 0.3 0.037 Exact 0.0085 0.024 0.061 0.14
LB-Ratio 0.0012 0.014 0.080 0.18
New Ratio 0.0275 0.032 (.047 0.10
New 0.0035 0.016 0.077 0.17
0.6 0.29 Exact 0.19 0.25 0.37 0.57
LB-Ratio 0.07 0.19 0.40 (.59
New Ratio 0.25 0.27 0.32 0.44
New 0.14 0.22 0.37 0.54
0.8 0.60 Exact 0.51 0.57 0.67 0.82
LB-Ratio 0.37 0.51 0.68 0.81
New Ratio 0.57 0.58 0.62 0,71
New 0.50 0.56 0.64 075
0.9 0.79 Exact 0.74 0.77 0.84 0.92
1B-Ratio 0.65 0.74 0.84 0.91
New Ratio 0.77 0.78 0.80 0.85
New 0.75 0.77 0.81 0.86

The interarrival times are deterministic (D) when ¢z = 0.0, Erlang (E,) when ¢ = 0.5 and hyperex-
ponential (H;) with balanced means when ¢2 > 1. The LB ratio is ms in (3.4) and (3.11). The new ratio
is a4 in (3.11) and the new is (3.9).

Table 21 compares the M /M /m and new approximations with the exact values
for the probability of delay in the H,/D/m model with ¢ = 4.0. Asin Table 11,
the exact values come from Seelen, Tijms and van Hoorn (1985). Unlike Table
11 for EW, the changes in P(¥ > 0) from old to new in Table 21 are quite
dramatic. ‘ ' :

Table 22 compares the approximations with the exact values of the probabilit
of delay, as well as the mean and the scv of @, in the Eyo/E>/m model with ¢
= (.1. Again the exact values come from Seelen, Tijms and van Hoorn (1985). As
before, the accuracy of the approximation for P(W > 0) is good.

Numbef ¢

Servers, i
i

2

Ser
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TABLE 18

The Range of Exact Values of the Probability of No Delay, P (W = 0), for the Hy/H/m Model with
Traffic Intensity p = 0.80, from de Smit (1983a, 1983b, personal communication)

Service-Time Parameters

Arnival

Parameters 2= 2.0 =50 2 =90
i e e e
2 20§ 0219 0213 0211 0233 0215 0210 0241 0216 0210
1 022 0223 0219 0247 0230 0220 0256 0232 - 0220
3 0245 0243 0241 0256 0249 0244 0264 0251 0245
50 % 026 0120 0117 0148 0123 0417 0161 0125 0.117
Y 0145 0138 0130 0183 0456 033 0206 0165  0.133
5 0203 0202 0201 0220 0214 0209 0233 0223 0212
9.0 F 0081 0076 0074 0099 0078 0074 0113 0080 0074
Y 0099 0092 0085 038 0012 0088  0.067 0124 0.088
§ 0484 0183 0183 0199 095  0.092 0213 0204  0.197
4 20 % 0319 0313 0310 0333 0314 0309 0340 0313 0308
Y 0329 0322 0318 0347 0327 0317 0356 0328 0317
§ 0347 0344 0342 0359 0348 0342 0367 0350 0342

SO % 0201 0.493 0.9 0225  0.98  0.90 0240  0.i99

Y 0222 0210 0206 0268 0230 0203 0295 0239 0204
5§  020f 0280 0288 0312 0303 0294 0328 . 0313 0297
90 % 013 0120 0127  0.459 0133 0127 0174  0.34 0127
Y 0157 0146 0136 0210 0169 0139 0246  0.82  0.139
§ 0264 0263 0263 0283 0277 0271 0301 0289 0276

TABLE 19

The Range of Exact Values of the Probability of No Delay, P (W = (), for the G/Hz/m Model,
from de Smit (1983a, 19836, personal cormmunication)

Service-Time Parameters

Arrival
Variability Traffic =20 =50 =90

No. of Parameter, Intensity,
Servers ¢z P =3 re= g =g =3 =3 re=3% =3 =3 n=4
2 0.0 0.6 0.72 0.75 0.77 0.63 0.70 0.76 0.62 0.69 0.75
0.8 . 0.41 0.43 0.45 0.36 0.40 0.45 0.34 0.38 0.44
0.9 0.22 0.23 0.24 0.19 0.21 0.24 0.18 0.20 0.24
0.5 0.6 0.63 0.63 0.64 0.60 061 0.64 0.59 0.61 0.63
0.8 0.34 0.34 0.35 0.32 0.33 0.35 0.31 0.32 0.35
0.9 0.17 0.18 0.18 0.16 0.17 0.18 0.16 0.17 0.18
4 0.0 C 06 (.83 0.87 0.88 0.80 0.83 0.88 0.78 0.81 0.87
0.8 0.53 0.55 0.57 0.48 0.51 0.56 0.46 0.49 0.55
0.9 0.29 0.30 0.32 0.25 0.27 0.3t 0.24 0.26 .30
0.5 0.6 0.78 0.78 4.79 0.75 0.76 0.78 0.74 0.75 0.78
0.8 0.45 0.46 0.47 0.43 0.44 0.46 0.42 0,43 0.46

0.9 0.24 0.24 0.25 0.23 0.23 0.25 .22 0.23 024

The cases of D, E,, and M arrival processes.
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TABLE 20

A Comparison of Approximations of the Probability of Delay, P (W > 0), with the Exact Values from
de Smit (1983a, 1983b, personal communication) for the G/H,/m Model
with Traffic Intensity p = 0.80 and m = 2 and 4

Variability
Parameters Exact Values
Number of - T

Servers, m ch 2 Min Median Max M/M/m New
2 0.0 2.0 {.55 0.57 0.59 0.71 0.58

0.5 0.63 0.66 0.66 0.71 0.66

2.0 0.75 0.78 0.79 ' 0.71 0.77

9.0 0.82 0.91 0.93 0.71 0.86

0.0 8.0 0.56 0.62 0.66 0.71 0.63

0.5 0.65 0.68 0.69 0.71 0.68

2.0 0.74 0.77 0.79 0.71 0.75

9.0 0.79 0.88 0.93 o 0.7t 0.83

4 0.0 2.0 0.43 0.43 0.47 0.60 0.44

0.5 0.533 0.54 0.55 0.60 0.53

2.0 0.65 0.68 0.69 0.60 0.67

9.0 0.74 0.83 0.87 0.60 0.80

0.0 9.0 0.45 0.51 0.54 0.60 0.50

0.5 0.54 0.57 0.58 0.60 .56

0.2 0.63 0.67 0.69 0.60 0.64

9.0 0.70 0.82 0.87 0.60 0.75

The interarrival-time distribution is deterministic (D) when ¢2 = 0.0, Erlang (E,) when ¢2 = 0.5 and
_ hyperexponential (H,) when ¢2 > 1.

TABLE 21

A Comparison of Approximations of the Probability of Delay, P (W > 0}, with Exact Values for the
Model H:/D/m Having Hyperexponential Interarrival Times with Balanced Means
with c2 = 4.0, from Seelen, Tijms and van Hoorn (1985)

Number of Servers, m

Trathe Intensity,

P Method I 2 4 8 20 160
0.50 Exact 0.72 0.58 .42 0.25 0.074 0
M/M/m 0.50 0.33 0.17 0.059 0.0047 G
New 0.69 0.55 0.39 0.23 0.062 0
0.70 Exact 0.88 0.81 0.71 0.58 0.36 0.047
M/M/m 0.70 0.58 0.43 0.27 0.094 0.0005
New 0.84 0.76 0.66 0.53 0.35 0.038
0.80 Exact 0.93 0.89 0.82 0.72 0.55 0.18
M/M/m 0.80 0.71 0.60 0.46 0.26 0.020
New - 0.90 . 0.85 0.78 0.69 0.54 - 0.24
0.50 o Exact 0.97 0.948 0.91 0.86 0.76 0.48
M/M/m 0.900 0.85 0.79 0.70 0.35 0.22
New 0.956 0.93 0.89 0.85 0.76 0.53
0.95 Exact 0.985 0.975 0.958 0.932 0.88 0.71
M/M/m 0.950 0.926 0.891 0.84 0.76 0.51
. New 0.979 0.9606, 0.948 0.92 6.87 0.73
0.98 Exact 0.994 (.990 0.983 0.973 0.950 0.88
M/M/m . 0.980 0.970 0.956 0.936 0.897 0.775

New 0.992 0.987 0.980 0.969 0.949 0.884
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TABLE 22

Comparison of Approximations of Several Congestion Measures in the Eo/Ey/m Model Having
¢2 = 0.1 gnd ¢t = 0.5 with Exact Values from Seelen, Tijms and van Hoorn (1985)

Number of Servers, m

2 4 20
Traffic Intensity, Performance
p Measure Exact Approx Exact Approx Exact Approx

0.50 P{W>0) 0.086 0117 0.025 0.030 0.00001
EQ 0.034 0.056 0.010 0.025 0 0.0004
() 34.6 23.7 119, 95.0 716.0

0.70 P(W=0) 0.32 0.31 0.19 0.16 0.011 0.010
EQ 0.26 0.31 0.16 0.21 0.010 0.027
Q) 6.2 6.5 10.8 13.7 203.0 249.0

0.80 P(W=>0) .50 0.48 0.37 0.32 0.084 0.079
EQ 0.66 0.72 0.51 0.58 0.13 0.19
2 () 3.2 36 4.6 5.9 23.0 27.0

0.90 P(W>0 ¢.73 0.71 0.64 0.60 0.35 0.25
EQ 2.06 2.14 1.84 1.93 . 1L.07 1.20
(D) 1.8 2.0 2.1 2.5 4.5 7.3

0.95 FP(W =0 0.86 0.85 0.81 0.78 0.62 0.54
EQ 5.00 5.09 4,74 4.85 3.73 3.90
2 {0) 1.33 1.41 1.46 1.61 2.16 2.79

0.98 P(W >0 0.942 0.937 0.920 0.910 0.832 0.797
EQ 14.0 14.1 13.7 13.8 12,5 12.7
2 (Q) 1.12 1.15 1.17 1.22 1.37 1.53

4, The Waiting-Time Distribution

In this section I obtain approximations for the variances of the steady-state waiting
time W and the steady-state sojourn time 7 and even their full distributions. In
‘Section 4.1 I review the approximation procedure in Whitt (1983a, Section 5), applied
again here. In Section 4.2 I briefly discuss an alternative approach based on asymp-
totics, for which the approximations here for EW and E(W | W > 0) can be used.
In Section 4.3 I make numerical comparisons.

4.1 The Conditional Waiting Time

To obtain approximations for the variance of the waiting time, Var (W), and the
waiting-time CDF, P(W < x), I'adopt the identical procedure used for the GI/G/1
gqueue in Whitt (1983a, Section 5.1). I focus on the conditional wait given that the
server is busy, D = (W | > 0), Clearly,

ED = EW/P(W>0), (4.1)

so that I obtain an approximation for £D by combining the two previous approxi-
mations for EWin (2.24) and P(W> 0)in (3.9). Following Whitt’s { 1983a) formula
(50), I introduce the following approximation for ¢}, the squared coefficient of
varation (scv) of D,

¢h=2p—1+4(1 —p)di/3(ci + 1), ' (4.2)
where d? = E(V?)/(EV)? with V a service time. Because the third moment E(V?)
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is not available in the partial model specification, I use approximations based on H,
and E, distributions. In particular, let

3ci(1 + ¢, =1

d? = (4.3)
(2e2+ 13?2+ 1), ¢? < 1.

Formula (4.2 ) is the exact formula for the M/G/ 1 model, used as an approximation
for the M/G/m model, as suggested by Hokstad (1978). I then use ¢} as an ap-
proximation for the G1/G/m model as well as the M/G /m model. The idea is that
the conditional delay should depend much more on the service-time distribution
than the interarrival-time distribution. Seelen and Tijms ( 1984) provided additional
support for this approximation principle.

I obtain approximations for the second moments and variances in a straightforward
manner from (4.1) to (4.3).

Var (D) = (ED)2c3 = (EW)2ch/P(W > 0)?
E(D)? = Var (D) + (ED)?

, _EW?y _cp+1-PO¥>0)
YEEWY T T P >0)
Var (W) = (EW)?c%,
E(W?)y = Var (W) + (EW)2. (4.4)

I then obtain an approximate waiting-time distribution by having an atom P(W
= 0) at zero, again using (3.9), and fitting a density to D given ED and ¢t in (4.1)
and (4.2), just as described in Whitt [1983a, formulas (55) to (61)}].

I easily obtain the sojourn-time congestion measures from (4.4). Because the
sojourn time is the sum of independent waiting and service times,

ET = EW+ 7 and Var T = Var W+ 72¢2. (4.5)
Then E(T?) = Var T + (ET)? and ¢ = Var T/(ET).

4.2 Asymplotics

An alternative approach, not carefully examined here, is to approximate the tail
probabilities by a simple exponential distribution

POW > x) =~ ae™™, (4.6)
where 1 and « are obtained from the limit
ePW>x)—>a as x> o. (4.7)

The asymptotics in (4.7) is known to hold in considerable generality. It has been
established for the PH/PH/m, GI/PH/m and PH/G/m cases (where PH means
phase-type) by Takahashi ( 1981), Neuts and Takahashi (1981}, and Abate, Choud-
hury and Whitt (1994c), respectively. (The PH/G/m case requires regularity con-
ditions, the major one being that the service-time distribution should have a finite
moment generating function.) Moreover, (4.7) is conjectured to hold more generally,
and analogs have been established for the other steady-state random variables 7', Q
and N. Tijms (1986) also discussed the asymptotics, and Seelen, Tijms and van
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Hoorn ( 1985) give the asymptotic parameters 7 and « (for delayed customers) in
their tables.

The asymptotic decay rate n in (4.7) is obtained as the root of the transform
equation

Eet(Vim)~Ul = 1, (4.8)

where V is a service time (with mean 1) and U 1s an interarrival time. Moreover,
approximations for n in terms of the first few moments of U and V are developed
in Abate, Choudhury and Whitt (1994a), Abate and Whitt (1994 ) and Choudhury
and Whitt (1994).

The exponential approximation (4.6) based on the small-tail asymptotics (4.7) is
remarkably accurate when for x is not too small. However, the true asymptotic
parameters 7 and « in (4.7) and (4.8) depend on more than the partial information
(p, c2, ¢, m). In terms of the parameter 4-tuple (p, c3, ¢Z, m), a simple heavy-
traffic approximation for 5 1s

2m(1 — p)
= e+ @9
Approximation (4.9) can be improved significantly, though, by incorporating third
moments,

Abate, Choudhury and Whitt (1992a) proposed an associated apprommatlon for

the asymptotic constant o:

a ~ nEW. (4.10)

When m is large, focusing on the conditional probability distribution P(W > x| W
> () may be desirable; then instead of EW in (4.10) we can use ED = EW/P(W
> 0).

TABLE 23

A Comparison of Approximations for ED and ¢} with Exact Values from Kithn (1976)
Jor the M/D/m Model

Number of Servers, m

2 4 8 20 100
Trafhc Intensity,
p Method ED c¢b ED ¢ ED <¢b ED ¢b ED ¢b
0.50 Exact 055 062 030 062 017 067 0081 0.78
Approx 0.52  0.67 0.28 0.67 016 067 0062 067 0 0.67
0.70 Exact  0.87 075 046 071 025 070 0.113 072 0029 086
Approx 0.86 0.80 044 080 023 0.80 0.10t 080 0.020 080
0.80 Exact  1.29 0.83 067 079 035 075 0153 073 0038 080
Approx 127 0.87 0.5 087 034 087 0.140 087 0031 0.87
0.90 Exact 254 091 129 088 0.66 085 028 081 0063 0.76
Approx 251 093 127 093 0.64 093 027 093 0057 093
0.95 Exact  5.03 2.54 1.28 0.52 089 0.113 0.82
' Approx 501 097 252 097 126 097 052 097 0.106 097
0.98 Exact  12.53 6.29 3.16 1.27 0.26

Approx  12.51° 0.99 6.27 099 3.4 099 127 099 026 0.99

The values of £D for p = 0.95 and 0.98 come from Seelen, Tijms and van Hoorn (1985).
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TABLE 24
A Comparison of Approximations with the Exact Values of ED and ¢% in the M/Hz/m Model
(Hyperexponential Distribution Having Balanced Means) with ¢ = 2.25,
from Groenevelt, van Hoorn and Tijms (1984)

Number of Servers, m

2 4 8 20
Traffic Intensity, .

p Method  ED ¢» . ED ch ED b ED ck
0.50 Exact 1.50 1.43 0.68 142 0.31 .33 0.112 1.18
Approx 1.44 1.38 0.69 1.38 0.33 1.38 0.132 1.38

0.70 Exact 2.60 1.28 1.23 1.31 0.58 1.32 0.209 1.27
Approx 2.54 1.23 1.24 1.23 0.60 1.23 0.225 1.23

0.80 Exact 3.96 i.19 1.91 1.22 0.92 1.26 0.34 1.27
Approx 3.91 1.15 1.92 1.15 0.94 1.15 0.36 1.15

0.90 Exact 8.03 1.10 395 112 1.93 115 0.74 1.19
Approx 7.98 1.08 3.96 1.08 1.96 1.08 0.77 1.08

0.95 Exact 16.2 1.05 8.02 1.06 3.97 1.08 1.55 1.11
Approx 16.1 1.04 8.03 1.04 3.99 1.04 1.58 1.04

0.99 Exact 81.2 1.01 40.5 1.01 20.2 1.02 8.05 1.02

Approx 81.1 1.01 40.5 1.01 20.2 1.01 8.08 1.01

4.3  Numerical Comparisons

I compare approximations for £D and ¢% in Section 4.1 with the exact values in
the M/D/m and M/H,/m (c; = 2.25 and balanced means) using data from Kiihn
(1976) in the first case (Table 23) and Groeneveit, van Hoorn and Tijms (1984} in
the second case (Table 24). These cases show that the approximations for ¢} are
usually adequate, but its accuracy degrades as the number m of servers increases.
Because ED = (EW)/P(W > 0), the performance of the approximations for ED is
easy to predict given the performance of the approximations for EW and P(W > 0)
(Tables 1-22). Seelen, Tijms and van Hoorn (1985) provide tables of exact values
for ED.

[ also compare ¢ (as well as ¢y and c%) in G/H,/m models with exact values
from de Smit ( 1983a, 1983b, and personal communication) (Table 25). Finally, I
compare the approximate percentiles (90, 95, 98 and 99%) of the waiting-time dis-
tribution with exact values from de Smit (Table 26). I derived the approximate
values were obtained by interpolating crudely from 20 values displayed in the QNA
output. When the three key variables EW, P(W > 0) and c% are approximated
reasonably well, the approximate waiting-time distribution seems to be remarkably
accurate. On the basis of comparisons of examples from Seelen, Tijms and van
Hoorn (1985) and de Smit (1983a, 1983b, and personal communication }, we con-
clude that fitting the delay distribution with mixtures and convolutions of exponential
distributions is very appropriate, especially when the interarrival-time and service-
time distributions are of this form. For example, de Smit (1983a) shows that the
conditional delay distribution is actually a mixture of exponentials when the service-
time distribution is a mixture of exponentials.

5. The Queue Length and the Number in System

In this section I develop approximations for the queue length Q (excluding cus-
tomers in service) and the number in system N, describing the system at an arbitrary
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TABLE 25

A Comparison of Approximations of the Squared Coefficients of Variation of Waiting Time W,
Queue Length Q and Number in System N in the GI/Hy/m Model Having ¢ = 2.0 and Balanced
Means with Exact Values, from de Smit (1983a, 1983b, personal communication)

Arrival Process Variability Parameter

Traffic e =00 =05 c2=2.0 ¢t =90
Number of Intensity, Congest
Servers, m i} Measure Exact Approx  Exact Approx Exact Approx Exact Approx
2 0.30 c? (W) §3.0 102.0 31.0 200 1i.4 10.4 6.1 5.9
e () 109.0 199.0 47.0 57.0 221 251 14.4 12.3
c? (N) 1.3 1.4 1.6 1.6 2.38 2.52 33 4.5
0.60 e (W) 7.9 84 - 33 5.2 3.19 3.15 1.85 2.21
D) 8.1 151 6.1 7.0 4.37 4.37 3.20 3.15
criN) 1.1 1.4 1.3 14 1.70 1.54 2.13 1.83
G.80 c? (WA 2.8 27 2.31 2.22 1.75 1,78 1.28 1.47
2 () 2.8 3.1 2.47 260 2.07 2.11 1.72 1.76
¢ (N) 1.2 1.3 1.25 1.30 1.36 1.34 1.47 1.44
0.90 ¢ (W) i.7 1.6 1.54 1.49 1.32 1.35 112 1.22
2 (0) 1.7 1.8 1.60 1.63 1.45 1.47 £.31 1.34
c? (N} 1.1 1.2 1.15 1.17 1.18 1.20 1.21 1.23
4 0.30 2 (B 895.0 1366.0 162.0 165.0 34.0 30.0 13.0 13.0
R (o)) 10910, 2659.0 2530 3220 69.0 60.0 31.0 26.0
2 (VY 0.6 0.6 0.71 0.70 1.08 1.26 1.7 3.1
0.60 c? (1) 16.0 21.0 9.6 10.0 3.0 4.8 2.5 2.9
X 17.0 27.0 11.1 13.2 6.8 6.5 4,1 4.1
2 (V) 0.40 0.52 0.57 0.61 0.97 0.87 1.7 141
0.80 2 (W) 3.9 3.9 3.1 3.0 2.2 2.2 1.5 1.7
2 () 3.9 4.5 33 3.5 2.6 2.6 1.9 2.0
¢ (V) 0.68 0.82 0.83 0.86 1.08 1.00 1.39 1.26
0.90 e (W) 2.03 1.94 1.80 1.74 1.49 1.50 1.19 1.30
e () 2.05 2.10 1.86 1.88 1.62 1.63 1.38 1.43
c? (N) 0.89 0.94 0.96 0.98 1.08 1.06 1.19 1.19

The interarrival-time distribution is deterministic (D) when c2 = 0, Erlang (£,) when ¢2 = 0.50 and hyperexponential
(H,) with balanced means when ¢} > 1.

time in steady state. Approximations for the means £Q and EN in the GI/G/m
model are already established by (2.1) and (2.2), using the approximation for EW
in (2.24). In Section 5.1 I develop an approximation for P(Q > 0). In Section 5.2
I develop approximations for the second moments, variances and squared coefficients
of variation of Q and N. In Sections 5.3 and 5.4 1 develop approximations for the
distributions of @ and N, and in Section 5.5 I make numerical comparisons. Finally,
in Section 5.6 I briefly discuss apprommaﬂons for the distribution of N when there
is a finite waiting room.

The approximations in this section are more exploratory than the approximations
in the previous sections, so that they are likely to be less accurate. And there are
fewer exact values for numerical comparisons.

5.1 ‘The Probability That the Queue Is Not Empty

I now build on the previous approximation to obtain an approximation for P(Q
> (), the probability that the queue is not empty at an arbitrary time in steady state.
Because P(Q > 0) = P(N = m + 1), the previous approximation for P(N = m) in
Section 3.1 is a different quantity. Of course, we should have P(O > 0)= P(N= m
+ 1) < P(N = m).
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TABLE 26

A Comparison of the Approximate Percentiles of the Waiting-Time Distr, ibution for the G/H:/m Model
Having ¢2 = 2.0 and Balanced Means with Exact Values from de Smit
(1983a, 1983b, personal communication)

Percentiles of Waiting-Time Distribution

Arrival Traffic 90% 95% 98% 99%
Number of Variability  Intensity, )
Servers, m Parameter, 2 p "Exact Approx Exact Approx Exact Approx Exact Approx
2 0.0 0.6 1.3 1.4 2.4 2.7 4.0 5.2
0.5 2.0 1.9 3.3 3.2 5.1 5.0 6.5
2.0 3.7 3.4 5.4 5.0 7.8 7.4 9.5 9.1
0.0 0.8 4.8 4.8 6.8 6.8 9.5 9.6 11.6 11.6
0.5 6.1 5.4 8.3 8.2 12.0 11.0 14.0 14.0
2.0 9.8 9.0 13.0- 13.0 18.0 i8.0  21.0° 210
0.0 0.9 10.8 10.2 15.0 140 200 19.0 230 23.0
0.5 13.5 13.1 18.0 18.0° 240 24.0 290 29.0
2.0 220 200 280 270 38,0 33.0 450 440
4 0.0 0.6 0.16 0.05 060 0.82 1.28 1.85
0.5 0.51 0.56 1.06 1.2 1.87 2.53
2.0 1.3 1.1 2.1 1.9 13 2.9 4.1
0.0 0.8 1.9 2.0 3.0 3.2 4.3 4.7 5.3 58
Q.5 2.6 2.6 3.8 3.8 5.4 5.5 6.6 6.6
2.0 4.5 3.9 6.2 5.9 8.5 8.2 10.3 10.0
0.0 0.9 5.0 5.0 6.9 6.8 9.4 54 1.3 11.2
0.5 6.4 6.1 8.7 8.5 117 11.0 14.0 13.8
2.0 10.0 10.0 14.0 13.0 18.0 18.0 220 22.0

The interarrival-time distribution is D when ¢2 = 0, E; when ¢ = 0.5 and /{; with balanced means
when ¢2 > 1.

My approximation for P(Q > 0) is based on an exact expression for P(Q > 0)
given the CDE’s of an interarrival time U and a waiting time . In particular,

P(Q > 0) = AE(min {lU, Wi)=RA J:O P(U=t)P(W = t)ds

= \P(W > 0)f: P(U=0PD=0ds. (5.1)

Brumelle (1972, Theorems 2 and 3) showed that formula (5.1) can be deduced from
the fundamental queueing relation H = AG.

I apply (5.1) by approximating the two component CDF’s P(U = tyand P(D < 1)
by convenient CDF’s involving exponentials obtained by matching the first two mo-
ments. I follow essentially the same procedure as for P(D = ¢) in Section 4.1, described
by Whitt (1983a, p. 2805). For ease of calculation, m Case 4 I use a shifted-exponential
distribution (Whltt 1982b, p. 138) when 0.01 < ¢* < 0.501 and a deterministic dis-
tribution when ¢2 < 0.01. I can easily carry out the integration for each of the 5 X' 5
= 25 cases, so that | obtain closed-form “expressions for P(Q > 0) in terms of the
parameters of the approximating distributions, (A, ¢3) and (£D, c3).

Because E(Q|0 = 1) = (EQ)/P(Q > 0) is necessarily greater than or equal to 1,
we must have P(Q > 0) < EQ. Because EB = mp = mP(Q > 0 + 2L kP(N
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= k), P(Q > 0) = p. Consequently, in the final épproximation formula, I replace
the approximation based on (5.1) with min {£Q, p, P(Q > 0)}.
A more elementary, but cruder, heuristic that could be used instead of (5.1) is

PO > 0) =~ P(N(M/M/m) = m + )P(W > 0)/P(W(M/M/m) > 0)
= [P(N(M/M/m) = m + 1)/P(N(M/M/m) = m)]
X P(W{(p, c3, ¢z, m) > 0)
= pP(W(p, ci, ci, m) > 0), (5.2)

which is exact for M/M/m models. Approximation (5.2) may seem quite crude
because it does not take account of the fact that W is the delay at an arrival epoch
while O is the queue length at an arbitrary time. However, there is actually additional
strong theoretical support for (5.2). As a consequence of H = AG (Franken et al.
1981, (4.3.5), Exercise 11-21 of Heyman and Sobel 1982), formula (4.2) is exact
for all G/M/m models, even with a nonrenewal arrival process. Formula (5.1) reduces
to (5.2) in the case of exponential services times, using integration by parts and the
basic GI/M/m equation ¢ = [;° e ™" dP(U <1).

For nonexponential services times, the exact formula (5.1) is to be preferred, but
(5.2) is a useful quick approximation.

5.2  Second-Moment Characteristics

I rely heavily on the relatively well-justified approximate mean values £Q and EN
in developing the second-moment approximations. In particular, let

Var (Q) = cp(EQ)?, Var (N) = cx(EN)?
E(Q*) = Var (Q) + (EQ)? and  E(N?) = Var(N) + (EN)* (5.3)

- and focus on developing approximations for ¢ and c¢¥.
g Q

5.2.1 THE QUEUE LENGTH Q. Just as I introduced the conditional delay D in
Section 4.1, let C be the conditional queue length given that the gueue is nonempty,
ie., C= (Q|Q > 0). Paralleling (4.4), ¢ and ¢} are related by

ct=P(Q>0)ch—1+P(Q>0)
and
Céw(cgy-l- 1 —P(OQ>0)/P(Q>0). (5.4)

As with ¢3 in (4.2), I approximate ¢ by the M/G/m formula. I again combine
an exact relation with previous approximations. In particular, we use EW, P(W
> 0) and c¢%. The exact M/G/m formula is

E(QY) — EQ = NE(V?) (5.5)
or, equivalently,
¢y = (1/EQ) + c¥; (5.6)
see Brumelle’s (1972) Corollary to Theorem 4. From (5.5)or(5.6), Iget



152 WHITT

C?- = L — 14+ w

“ EC P(W > 0)
Naturally, I reqmre that ¢ = 0. For example, for the special M /M /m case, EC
=(1=p)", ch=1,P(Q>0)/P(W>0) = pand (5.7) ylelds ¢t =p. To apply
(5 7) to the general GI/G/m model with parameters (p, cZ, c2, m), let c(p, 2,
cs, m) = ct(p, 1, c2, m) where ¢Z(p, 1, ¢2, m) is given by (5.7). This means that

chis given by (4. 2),

(ch+1). | (5.7)

EC=PO>0)EQ=NP(Q>0)EW
with EW = EW(M/M/m)(i + ¢3)/2, P(W > 0) = P(W(M/M/m) > 0) and P(Q
> 0) = P(Q(p, 1, ¢, m) > 0) as given by Section 5.1. In other words cZ is given
the M /G /m formula for all associated Gl/G/m systems Then ¢} is gwen by (5.4),
where now P(Q > ()) = P(Q(p, c2, ¢, m) > 0); c2 affects P(Q(p, c3, ¢, m)>0)
but not ¢Z(p, cZ, c2, m).
Finally, I obtain E(Q?) and Var (@) by combining (5.3) and (5.4). Similarly,
E(C*) = Var (C) + (EC)?, Var (C) = (EC)*c
and _
EC = max {1, (EQ)/P(Q > 0)}. (5.8)
5.2.2 THE NUMBER IN SYSTEM N. My approximation method for ¢ starts with
a preliminary approximation for E (N?):
E(N?) =~ S(p, ¢z, ¢}, m) = P(Q(p, 2, ¢, m) > 0)(m + 2mEC + E(C?))
+ P(Q(p, ¢z, ¢§, m) = 0)(min {n?, (pm)? + pmz}), (5.9)
where P(Q(p, c3, ¢, m) > 0) comes from Section 5.1, EC = (EQ)/P(Q > 0),
E(C*) = (¢t + 1)(EC)? with ¢} coming from Section 5.2.1, and z = (¢2 + ¢2)/

(1 + ¢?)asin (3.8). Formula (5.9) is a convex combination of approximations that

are usually good when P(Q > 0) is near one or zero. In particular, if P(Q > 0) ~ 1,
then N~ m + C, so that EN*> ~ E((m + C)*) = m? + 2mEC + E(C?). On the
other hand, P(Q > 0) ~ 0 means that the finite-server model is well approximated
by the infinite-server model, so that I use the heavy-trafiic approximation in (3.5)
for the GI/G/o model. Thus I regard N as distributed approximately as N(pm,
pmz) for z in (3.8), so that E(N?) ~ (pm)* + pmz. The minimum is introduced
as a correction primarily for small m. Given that @ = 0, N < m so that N? < m®.
For large m, (pm)* + pmz is typically less than m?, but often not for small m,e.g.,
m =1,

I obtain the actual approximation for c¢% using the M/M/m exact value and a
ratio involving (5.9). In particular,

EN*(M/M/m)S(p, c2, 2, m)
[EN(p, ¢z, ci, m)]*S(p, 1, 1, m)
where EN*(M/M/m) = (ex(M/M/m) + 1)(EN(M/M/m))? is the exact M/M/m
value [Halfin and Whitt 1981, formula (1.8)],
pm(l +8)+ (1 —p)72(8p + 8(1 — 8)p?)

[om + (1~ p)'6p]?
with 6 = P(N = m) the Erlang-C formula in (2.3). In (5.10), S(p, 2, ¢Z, m)is
given by (5.9), and

exl(p, ¢z, 3, m)+ 1 ~ (5.10)

cy{M/M/m) = ; (5.11)
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TABLE 27

A Comparison of the Approximation of ch, the Squared Coefficient of Variation of the Queue Length,
with the Exact Value for the E,/E/m Model from Seelen, Tijms and van Hoorn (1985)

Number of Servers, m1

Traffic Intensity,

P Method I 2 4 g 20

0.50 Exact 7.67 13.5 33.1 146.2

Approx 7.47 11.5 30.0 159.8 12,000
0.70 " Exact. 3.05 4.13 6.44 12.4 34.1

Approx 2.96 4,01 6.62 13.7 69.8
0.80 Exact 2.06 2.52 3.37 5.09 11.8

Approx 2.02 2.53 3.51 5.65 - 14.8
0.90 Exact 1.43 1.59 1.84 2,27 3.40

Approx 141 1.60 1.90 2.41 3.85
0.95 Exact 1.20 1.26 1.36 1.52

Approx 1.18 1.27 1.39 1.57 2.01
0.98 Exact 1.07 1.10 1.13 1.18 1.30

AppProx 1.07 110 - 1.14 1.20 1.33

po po
+ (1 ~ p&)(min {m?, (pm)* + pm})
= pdm?® + 2mép(1 — p) ™" + (1 + p)(6p)(1 — p) ™%
+ (1 — p&)(min {n?, (pm)* + pm}) (5.12)

with EQ = EQ(p, 1, 1, m) = dp/(1 — p) as in (2.5) and E(Q?) E(O*p, 1,1,
m) = (EQ)*(c% + 1) with EQ = 8p/(1 — p) as above and ¢ = ¢p(p, 1, 1, m)
=(p + 1 — pd)/pé as determined by (3.6).

Finally, I obtain E(N?)(p, c%, ¢Z, m), not directly from (5.9}, but by combining
(5.3)and (5.10). '

2
S(p, 1, 1, m) = pé(m2 + 2m EQ + E(Q ))

Il

TABLE 28

A Comparison of the Approximation for c¢h, the Squared Coefficient of Variation of the Queue Length,
with the Exact Value for the M/D/m Model from Seelen, Tijms and van Hoorn (1985)

Number of Servers, m

Traffic Intensity,

o Method 1 . 2 4 3 20 100
0.50 Exact 6.3 9.7 19.0 56.6
Approx . 4.3 7.0 14.3 44.2 713.7
0.70 Exact 2.80 3.54 5.1 8.6 26.9
Approx 2.18 2.87 4.2 7.2 22.8 4853
0.80 Exact 1.96 2.30 2.90 4,07 8.1
Approx 1.64 - 1.98 2.55 3.63 7.3 106.7
0.%0 Exact 1.39 1.51 1.71 2.03 2.85 8.9
Approx 1.27 1.40 1.60 1.91 2.71 8.4
0.95 Exact 1.18 123 1.31 1.43 3.03
Approx [.13 1.18 1.27 1.39 1.67 2,99
0.98 Exact 1.7 109 L1 1.16 1.24 1.58

Approx 1.05 1.07 L.10 1.14 1.24 1.59




154 WHITT

5.2.3 NUMERICAL COMPARISONS. I compare approximations for cQ and c¢% with
exact values (Tables 25, 27 and 28). The squared coefficients of variation (c%, ng

and ¢%) in moderate—to-—heavy traffic (p = 0.60) are reasonably accurate, but the _

approximations for ¢3 obviously degrade seriously in light traffic.

5.3 The Queue-Length Distribution

I now develop an approximation for the queue-length distribution. The approxi-
mation procedure is a discrete analog of the procedure for the delay distribution in
Section 4.1. In particular, we fit a discrete distribution to P(Q = k) using the ap-
proximations already developed for P(Q > 0) in Section 5.1, EC = max {1, EQ/
P(Q > 0)}, and c? in Section 5.2.1. The approximate distribution has mass P(Q
= 0)at0. For k> 0, set P(Q = k) = P(Q > 0)P(C = k). I devote the rest of this
section to approximating the distribution of C on the positive integers.

As do Klincewicz and Whitt (1984), I use geometric distributions as the building
blocks; they are the discrete analogs of exponential distributions. | use geometric
distributions on the positive integers and on the nonnegative Integers, A geometric
probability mass function (PMF) on the positive integers 11,2,3,...}is '

Sy =p(1 =p)*', k=1, (5.13)
with tail probabilities
L= F(k) = (1 - p)~, (5.14)

mean 1/ p, variance (1 — p)/ pandci=1-—p. A geometric PMF on the nonnegative
integers is

f(ky=p(i—p), k=0, (5.15)
with tail probabilities
1= Fk)=(1 —p)*,, k=0, (5.16)

mean (1 — p)/p, variance (1 ~ p)/p*and ¢* = 1/(1 — p). The single parameter p
characterizes both geometric distributions,

For P(C = k), there are four cases.

Case 1. ct>1—(EC)Y™ 4 0.02. ,

Let C be distributed as the mixture of two geometric distributions on the positive
integers w1th balanced means, with the three parameters p,, p, and v chosen to match
EC and ¢% and to have balanced means; i.e.,

P(C=Kk)=vyp(1 =p)" '+ (1 = vIp2(1 = p)* Y, k=1,

P(C> k) =~v(1 = p)* + (1 — ¥)(1 — p)*, - (5.17)
where py = m7' > p, = m3', (EC)/2 = ym, = (1 — v)m;, and
y=[1+(1-2[c*+ 1+ (EC)y™'17H12y/2. (5.18)

Notice that v in (5.18) has a solution in the interval (3, 1) provided that ¢? > (EC
— 1)/EC. However, it is possible to have p;, = 2v/EC > | when EC is relatively
small, or when EC < 2. If p; > 1 in this calculation, skip to Case 2 and use a simple
geometric distribution.

Case2. |ct—1+(EC)™ < 0.02.

- — g .
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Let P(C = k) have a geometric distribution as in (5.13) with p = 1/EC, which
has ¢? = (EC ~ 1)/ EC, therefore agreeing closely with ¢Z.

Case 3. [(EC)*! —1J/2{EC)* < ¢t =1 —(EC)' —0.02.

Let C be distributed as the convolution of two geometric distributions, the first on
the nonnegative integers with mean m; = (1 — p;)/p; = 0 and the second on the
positive integers with mean 1, = p>' = 1. Do not use two geometric distributions
on the positive integers as in {5.13) because then the support of the convolution
would be {k : k = 2}. Similarly, do not use two geometric distributions on the
nonnegative integers, because then the support of the convolution would be {k: k
= 0}. Hence, use one of each.

Let the PMF and tail probabilities of the new approximate dxstnbutlon be

)

P(C=k)= Epl(l—pl)“’pz(l—pz)k*’w . k=1,
j=0
&
P(C>k)=1—ZP(C=j) (5.19)

where, in terms of x = EC and ¢? = ¢%, the means of the component distributions
are

my = ((r= 1) = [(x = D)? = 22%(1 = ¢ = x™)]"2)/2
my = ((x+ D+ [(x— 1) —2x*(1 —c* — x"H]*/2. (5.20)

Then p; = (m; + 1)7' and p, = m5'. In order to have (x — 1)? — 2x?(1 ~ ¢*
— x ') nonnegative, we must have (x? — 1)/2x? < ¢?> = | — x !, which determines
the region specified.

Example 3. We now illustrate the procedure in Case 3. If EC = 4 and ¢Z = 0.50,
then (5.20) yields m; = 1 and m, = 3, so that p; = { and p; = § and the associated
variance is (1 — p;)/p? + (1 — p,)/p3 = 2 + 6 = 8, as desired.

Case 4. cz=[(EC)? — 1}/2(EC).

In this case, act as if ¢& = [(EC)? = 1]/2(EC)? and apply Case 3. In particular,
use (5.19) with p; = (m; + 1) = p, = m3' where m; = (EC ~ 1)/2 and m,
= (EC + 1)/2.

5.4 The Distribution for the Number in System
A simple approximation for the pMF P(N = k) is

{P(Q=k-m), k=m+ 1
P(N=k)= (5.21)
p(k)  O=k=m,
where p(k) = q(k)/ 2 2 q(j) with g(j) = a’e"*/ j!, i.e., p(k) is a truncated Poisson
distribution with intensity «. I want to consider the truncated Poisson approximation
due to the exact behavior of infinite-server models: N has a Poisson distribution for
M/G/oo systems. N 1s asymptotically normally distributed in heavy traffic for GI/
G /oo systems, so that a Poisson distribution should be a reasonable discrete analog.
Hence, I expect this approximation to perform relatively well when the number of
servers m is large. A natural two-parameter alternative would be the binomial dis-
tribution.

Complete approx1mat10n of P(N = k) by specifying the Poisson intensity «, which
we can do by matching the exact value of the expected number of busy servers:
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EB = mp = % kP(N = k) + mP(Q > 0), (5.22)

k=0

leading to the formula

> kp(k) = m[p — P(Q > 0}]. (5.23)

k=0

1 choose the Poisson intensity « to satisfy (5.23), using the approximation for P(Q
> 0) in Section 5.1. [Section 5.1 shows that both the exact formula and the approx-
imation satisfy P(Q > 0) < p.]

The left sides of (5.22) and (5.23) in turn are a1 — B(m, «)] where B(m, a)1s
the Erlang-B formula associated with the M/M/m loss system, i.e., the left side 15
the carried load (Cooper 1982, p. 89). Thus calculation (5.23) is equivalent to finding
the offered lead a in an M/M/m loss system given the carried lead mlp — PO
> 0)]. Jagerman ( 1984, pp. 1289 and 1303) describes an appropriate computational
procedure.

Of course, this approximation for the PMF P(N = k) yields approximations for
associated characteristics of N. By (5.21)—(5.23), this procedure is consistent with
my previous approximation for the mean EN, but it yields new candidate approxi-
mations for c%in (5.10) and P(N = m) in Section 3.1. However, I regard the approach
here as less accurate.

5.5 Numerical Comparisons

I compare the approximations for the queue-length distribution with exact values
from Hillier and Yu (1981) (Table 29). The cases considered are D/M/8 and
M/E,/8 with p = 0.7 and p = 0.9. For these cases, in which both ¢z =< 1 and ¢;
< 1, the approximations appear to be remarkably accurate. (The calculation 1s exact
for M/M /m models.) In general, the accuracy improves as the traffic intensity in-
creases. The weakest part of the approximation scheme seems to be the initial values,
e.g., the probabilities P(Q = 0) and P(Q = 1). [However, recall that (5.1) 1s exact
for G/M /m models, so that for the D/M/m cases in Table 29 all error in P(Q > 0)
is attributable to error in P(W > 0).] Both the probability mass function P(Q = k)
and the cumulative distribution function P(Q = k) are quite accurate for larger
values of k. Overall, the approximations seem to be sufficiently accurate for practical
engineering purposes.

5.6 Finite Buffers

I obtain a simple approximation for the distribution of the number in system with
a finite buffer (and stipulate that arriving customers who find a full system are lost
without affecting future arrivals) from the approximate distribution of NV in Section
5.4 by conditioning or, equivalently, by truncating and renormalizing (Whitt 1984e).
Let N(p, ¢2, c?, m, K) denote the number in system in the GI/G/m/K model with
K extra waiting spaces at an arbitrary time in steady state. The proposed approxi-
mation is then ‘ '

P(N(p, 2, ¢}, m, ) = k)
P(N(p, c2,¢?, m, o) =K)'

P(N{p, ci,ci, m,K)=k)= (5.24)



THE GI/G/m QUEUE 157

TABLE 29

A Comparison of Approximate Queue-Length Distributions in G1/G/8 Models with
Exact Values from Hillier and Yu (1981}

The D/M/8 Model

p =07 p =09
P(Q=k) P(Q=k) : PQ=K P(Q=k)
k Exact Approx Exact Approx Exact Approx Exact Approx
0 0.928 0.910 0.928 0.910 0.495 0.535 0.495 0.535
] 0.038 0.046 0.966 0.956 0.097 0.081 0.593 0.616
2 0.018 0.021 (.984 0.977 0.079 0.066 0.672 0.682
3 0.008 0.010 0.992 0.987 0.063 0.054 0.735 0.738
4 0.004 0.005 £.996 0.962 0.051 0.045 0.786 0,782
5 0.002 0.003 0.998 0.995 0.041 0.037 0.827 0.820
10 ' 0.014 0.014 0.941 0.927
15 ' ' 0.005 0.006 0.980 0.970
20 0.002 0.002 0.993 0.991

The M/E2/8 Model

p=10.7 p =09
PO =K PQ =k PO = k) P(Q=<k)
k Exact Approx Exact Approx Exact Approx Exact Approx
0 0.823 0.811 0.823 0.811 0.385 0.369 0.385 0.369
i 0.061 0.072 0.885 (.882 0.075 0.083 0.461 0.452
2 0.041 0.044 0.926 0.927 0.068 0.072 0.528 0.524
3 0.027 0.027 0.953 0.955 (.060 0.063 £.589 0.587
4 0.017 0.017 0.970 0.972 0.053 0.054 0.642 0.641
5 0.011 0.011 0.981 0.982 0.046 0.047 0.688 (0.688
10 0.0011 0.0011 0.998 0.998 0.023 0.023 0.845 0.845
15 0.00011 £.00012 0.9998 0.9998 0.012 0.012 0,923 0.923
20 0.00001 0.0057 0.0057 0.962 0.962

Formula (5.24) is exact for M /M'/m /K models and M/G/m/0 models, but not
elsewhere. See Yao and Buzacott (1985a, 1985b) and Berger and Whitt (1992) for
related work. '

6. Conclusions

T have developed approximations for most of the standard steady-state congestion
measures describing the GI/G/m model. As indicated in Section 2.2, the quality of
the approximations is not the same for all these congestion measures. Some congestion
measures, such as the expected number of busy servers EB in (2.2), are exact. Other
approximate congestion measures, such as the expected number of customers in the
system EN in (2.2), tend to be extremely accurate, primarily because a large com-
ponent is exact. Still other approximate congestion measures, such as the expected
waiting time EW in Section 2, are fairly accurate because they are relatively robust
and extensively studied. Finally, some approximate congestion measures, such as
the probability that the queue is not empty at an arbitrary time, are less reliable,
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because they have not vet been studied sufliciently and because such descriptions
evidently depend more critically on the missing information (the distributions beyond
the first two moments). Nevertheless, very detailed approximations with seemingly
little theoretical basis, such as the queue-length probability mass function, are often
remarkably accurate, as was indicated in Section 5.5.

Because exact numerical procedures have been developed for a large class of G1/
G /m queues, the approximations developed here are not necessarily needed. Nev-
ertheless, relatively concise formulas are helpful for understanding and for using GI/
G/m models as submodels in larger models. The methods for developing the ap-
proximations may also be useful for related problems for which exact analysis is not
vet possible.!’

"Tam especially grateful to my colleague A. T. Seery for running the QNA PrOgrams on many cases
in 1982-1985 1o help develop and evaluate these approximations, to J. H, A. de Smit of Twente University,
Enschede, the Netherlands, for providing extensive tables of exact values based on his algorithm for the
GI/H,/m model in 1982, and to H. Tijms and M. H. van Hoorn of the Free University, Amsterdam,
for providing additional exact values from the Q-Li8 program developed by van Hoorn and Seelen (1984).
Finally, I am grateful to Mark Spearman for suggesting that I prepare a revision of Whitt { 1985) for this
journal, :
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